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Abstract

This paper presents a novel floorplan restoration task, a new benchmark for the task,
and a neural architecture as a solution. Given a partial floorplan reconstruction inferred
from panorama images, the task is to restore a complete floorplan including invisible
architectural structures. The proposed neural network 1) encodes an input partial floor-
plan into a set of latent vectors by convolutional neural networks and a Transformer;
and 2) recovers an entire floorplan while hallucinating invisible rooms and doors by
cascading Transformer decoders. Qualitative and quantitative evaluations demonstrate
the effectiveness of our approach over the benchmark of 701 houses, outperforming the
state-of-the-art reconstruction techniques. We will publish code and data.

1 Introduction
Indoor panorama photography is exploding. Pioneered by Ricoh Theta [2], consumer-grade
panorama cameras are prevalent on the market, whose applications range from real estate to
entertainment and surveillance. Ricoh Theta cameras have collected 100 million panoramas
from residential houses, which allow house renters/buyers/realtors to browse immersive 360
views for tens of millions of houses. However, these panorama collections are extremely
sparse (i.e., one panorama per room with little visual overlaps) and even leave some rooms
invisible, posing fundamental challenges to existing techniques.

This paper presents a new floorplan restoration task, a benchmark, and a solution, which
could exploit 100 million panoramas to create floorplans for tens of millions of houses. The
potential applications range from real estate and construction industries (e.g., building code
verification and property value assessment) to virtual and augmented reality. Concretely, the
task is to take a partial floorplan inferred or manually curated from panorama images, and re-
store a complete floorplan. Note that the task is named “restoration”, which is too ambiguous
as reconstruction, but has a unique solution, and is more constrained than inpainting.

The technical challenge lies in the restoration or “hallucination” of invisible rooms and
doors. Inferring invisible image or geometry data has been studied in computer vision in
the context of image inpainting [32], illumination inference [22], amodal segmentation[34,
37], and surface reconstruction [28]. To our knowledge, this paper is the first to tackle the
hallucination of architectural components, such as rooms and doors, at the scale of an entire
house.

Our contribution is three fold: 1) A floorplan restoration task; 2) A benchmark with
701 houses with ground-truth vector floorplan images; and 3) A neural architecture, whose
cascading Transformer decoders restore an entire floorplan, including invisible rooms/doors.
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Qualitative and quantitative evaluations demonstrate the effectiveness of our approach over
the existing techniques. We will share our code, and data.

2 Related Work
We review related work in 1) floorplan reconstruction, 2) content hallucination, and 3) ex-
treme pose estimation.

Floorplan reconstruction: Floorplan reconstruction has a long history in computer vision
with strong ties to the real estate and construction industries. With the success of commod-
ity depth sensors, current methods reconstruct floorplans from 3D point clouds, often via
a combination of deep neural networks and optimization [15, 18, 20, 23]. The emergence
of panorama cameras meets the growing demand for floorplan reconstruction from images
alone [4]. The Zillow indoor dataset provides panorama images and ground-truth floorplans
obtained with manual interactions [7]. Although floorplan reconstruction has been exten-
sively studied in recent years, there is still significant demand among companies such as
Ricoh, Zillow, and MagicPlan [1] for floorplan restoration from real production data col-
lected by real users, despite the incompleteness and sparse coverage of such data. However,
most of these companies rely on human annotators to perform the task. This paper presents a
novel contribution by addressing the challenge of fully automated floorplan restoration from
real production data collected by real users, despite its incompleteness and sparse coverage.

Content hallucination: Techniques such as image inpainting, scene completion, image
restoration, and object removal has created realistic structures and textures in missing ar-
eas [3, 8, 9, 10, 13, 31, 33]. Neural illumination has been used to infer a spherical illumina-
tion image from a single perspective image, while implicit neural surface representation can
infer an entire object surface from a single image [21, 28]. Moreover, Room layout estima-
tion often infers invisible wall layouts behind objects [17, 24, 29]. This paper infers invisible
architectural structures at a house scale (i.e., rooms and doors).

Extreme pose estimation: Given two RGB-D images with little to no visual overlaps, rel-
ative pose estimation is possible by inferring and aligning complete scene structures [30].
Room-layout estimations are registered to complete a floorplan [14]. Extreme structure from
motion (SfM) algorithm estimates the camera poses of panorama images with little to no
visual overlaps by learning spatial arrangements of architectural components [19? ]. Instead
of camera pose estimation, this paper takes aligned panorama images as a partial floorplan
model and reconstructs a complete floorplan, including invisible rooms and doors.

3 Floorplan Restoration Problem

Input: The input is a partial floorplan reconstruction, consisting of rooms and doors, each
of which is a 14-channel 800×800 segmentation image in a top-down view. The raw input
data is a set of panorama images in an equirectangular projection with a camera pose, a room
layout, door/window detections, and a room type. Panoramas are acquired with a mono-pod
and have roughly the same height from the floor, which allows us to produce an input par-
tial floorplan as a 14-channel image from room layout estimations and camera poses. There
are 10 room types (living room, kitchen, western style room, bathroom, balcony, corridor,
Japanese style room, washroom, toilet, and closet) and 4 door types (standard-door, entrance-
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Figure 1: An extreme floorplan reconstruction dataset consists of 701 single-floor apart-
ments/houses with ground-truth vector-graphics floorplan images. The technical challenge
lies in the reconstruction of invisible rooms and doors.

door, closet-door, and open-portal). A door is represented as a 2x2 pixel region by the anno-
tators. For the extreme-SfM reconstructions, we identify the door center and replace it by a
2x2 pixel region. Input data come from an extreme Structure from Motion algorithm [19] or
human annotators. At testing, we fit an axis-aligned bounding box to the room/door masks
in a 14-channel image, uniformly scale to fit at the center of a 200× 200 square, then add
a padding of 300 pixels around, resulting in an 800× 800 image. At training, we use only
ground-truth (GT) samples.We uniformly scale an image to fit at the center of a 100× 100
square and add a padding of 76 pixels all around to make a 256×256 image. We apply the
same augmentation process in DETR [5] (i.e., cropping and resizing), followed by 1) 50%
chance of horizontal flipping and 2) 50% chance of rotation by 90 or -90 degrees.
Output: The output is a complete floorplan in a similar format as the input (i.e., a component-
wise 800× 800 raster mask). Figure 1 shows a sample, where the house has 10 rooms and
12 doors. 10 doors are visible and given in the input, leaving 2 “invisible doors” to be re-
constructed. 4 rooms are visible, leaving 6 “invisible rooms” to be reconstructed; 1) 5 of
which are adjacent to the input reconstruction and are dubbed “direct invisible rooms”; and
2) the last of which is dubbed “indirect invisible room” (e.g., an invisible closet in an invis-
ible room). Note that the output of our neural network is a raster floorplan image, which is
converted to a vector-graphics floorplan by post-processing.
Dataset: The dataset consists of 701 houses with 2,355 panorama images captured by Ricoh
Theta series in a production pipeline. The number of panoramas per house ranges from 1 to
7. Each house has a GT floorplan image, converted to a vector format by manual annota-
tion. Input partial floorplans are inferred by extreme Structure-from-Motion system [19] or
created from the GT floorplans ( i.e., dropping rooms that do not contain panorama centers).
Randomly sampled 651 houses are used for training while 50 houses are used for testing. To
evaluate the robustness across different datasets, we created a synthetic one from the widely-
used RPLAN dataset [26], while dropping some rooms/doors. We refer to the supplementary
for more details on the datasets and comparison with other available datasets.
Metrics: We use precision/recall metrics of a floorplan reconstruction paper [6] for miss-
ing rooms. 1 When the input is a damaged GT, there is no need to align reconstructions.
We match reconstructed component-wise room masks with the GT, and calculate the preci-
sion/recall. We declare that a reconstructed room matches a GT, when the room types match,
and the intersection over union (IoU) score is above 0.7, we provided result for other thresh-
olds in the supplementary material. A GT room is matched at most once. In practice, we
greedily find matches by: 1) Identifying the match with the highest IoU score; 2) Removing

1We borrow the room metrics but not the corner/edge metrics that are a bit too harsh in our setting.
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Figure 2: System overview. Category-wise CNNs with a Transformer block encodes an input
partial reconstruction into a set of embedding vectors. The cascading Transformer decoders
reconstruct invisible rooms and doors in three steps

the matched pair; and 3) Repeat. The process is exactly the same for the door metrics except
that the IoU threshold is 0.5, because door segments are small. When the input results from
the extreme-SfM system, we need to align the reconstruction with the GT before calculating
the metric. We exhaustively try all possible translations (at the granularity of a pixel in a
top-down image space), then use the result with the best F1 score. We also have reported
LPIPs [35] and FID [12] in ther supplements.

4 Neural Floorplan Restoration

Our end-to-end neural architecture consists of a CNN/Transformer based encoder and cas-
cading Transformer decoders. The architecture takes a partial reconstruction and produces
a complete floorplan as component-wise raster segmentation masks, which is refined to a
vector-graphics floorplan (See Fig. 2). The section explains the key ideas and the design
choices. We refer to the supplementary for the full architecture specification.

4.1 Visible room/door encoder

Convolutional neural networks (CNNs) with a Transformer encode an input partial recon-
struction as a set of (W ×H× 14) images into a (W

32 ×
H
32 × 256) feature map in two steps.

At testing, W = H = 800. At training, W and H depend on the augmentation and are around
600. In the first step, a standard Res-Net [11] (Res-Net-50) processes input images per archi-
tectural component category in three branches (i.e., room, door, or both). For example, in the
room-branch, we feed each room-image to Res-Net, take the last layer of the last conv-block
(W

32 ×
H
32 × 2048), and apply a 1x1 convolution to change the depth to 256. Element-wise

maximum across all the rooms results in a (W
32 ×

H
32 ×256) feature map.
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We treat the output as (W
32×

H
32 ) tokens with 256-dim embedding for the next Transformer

block. ResNet produces the same number of tokens from the other two branches. The both-
branch is the same as the room-branch except that the input image of a room contains masks
of its incident doors. In the door-branch, the input is a (W ×H× 14) image containing all
the door masks (instance unaware). In the second step, a self-attention block from standard
Transformer [25] (6 layers w/ 8 heads) takes the tokens from the three branches.

Following the work by Zhou et al. [36], we add standard frequency position encoding to
distinguish the branch-type and the X/Y position in the feature map:

−→
fxy←

−→
fxy +

[−→
P 128(x),

−→
P 128(y)

]
+
−→
P 256(type) (1)

−→
P d(t) =

[
{cos(108i/dt)},{sin(108i/dt)}

]
, (i = 1,2, · · ·d/2). (2)

−→
fxy denotes the 256-dim feature vector of a token at position (x,y), where x ∈

[
1, W

32

]
and

y ∈
[
1, H

32

]
.
−→
P d(t) is a d-dimensional standard frequency position encoding. (type) is a

scalar, indicating the branch-type (both=1001, room=1002, and door=1003). The tokens
from the “both” branch are passed to the decoder.

4.2 Invisible room/door cascading decoders
Three cascaded transformer decoders reconstruct direct invisible rooms, indirect invisible
rooms, and invisible doors (See Fig. 1).
Direct invisible room decoder: Direct invisible rooms are behind the doors detected in
the panoramas. Let Nvis·d be the number of detected doors, which is the expected number
of direct invisible rooms. Following DETR [5], we pass Nvis·d query tokens with learnable
embeddings to a self-attention block, while feeding the tokens from the encoder via cross-
attention. Each query token will contain an embedding of a direct invisible room to be
reconstructed. The number of detected doors (i.e., query embeddings) varies. We prepare 20
embedding vectors, which is large enough during training. An output embedding at a query
token is used to 1) classify the room-type as a 15-dim vector by a fully connected layer with
soft-max; 2) regress the bounding box parameters (i.e., the center, the width, and the height)
in the normalized image coordinate (x,y ∈ [0,1]) by a 3-layer MLP with ReLU (hidden
dimension 256); and 3) estimate a binary segmentation mask by the panoptic segmentation
head in DETR [5]. Note that the type classification labels consist of 10 room types, 4 door
types, and “no room/door". The last label indicates that nothing is reconstructed. At testing,
we use the category with the greatest value and keep pixels above the positive value for
segmentation. The bounding box is used for a loss during training, but is not during testing.
Indirect invisible room decoder: The second cascaded decoder reconstructs indirect invis-
ible rooms via query tokens while passing the encoder tokens via cross-attention in the same
way as the first cascade. The only difference is that the self-attention block also incorporates
the direct room tokens from the first cascade. Both the direct and the indirect room tokens
are used to predict the room-type, the bounding box parameters, and the segmentation mask
by exactly the same network modules with the same loss functions. We assume 15 indirect
invisible rooms at maximum and pass 15 query tokens with learnable embedding.
Invisible door decoder: The third decoder reconstructs invisible doors via query tokens in
the same way. The difference is that self-attention incorporates all the tokens (direct rooms,
indirect rooms, and doors). A complete floorplan is reconstructed after the cascade.
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4.3 Loss Functions
Our neutral network reconstructs a floorplan in three cascades. In each cascade, we take the
reconstructed components, match them with the corresponding ground-truth components,
and inject loss functions. The matching is done in exactly the same way as DETR [5], based
on the type classification and the bounding box estimation. The first cascade is for invisible
direct rooms, and we match against only the GT invisible direct rooms. For the second
cascade, we match against the GT invisible direct/indirect rooms. For the third cascade, we
match against the GT invisible direct/indirect rooms and invisible doors. We descried the
loss fuctions in more details in the supplements.

4.4 Floorplan refinement and vectorization
Cascading decoders reconstruct a floorplan as raster images, where room boundaries are
curvy, and door shapes are irregular. We use a floorplan generative model (House-GAN++[16]
by Nauata et al.) to refine our output and convert to a vector format. House-GAN++ is de-
signed to produce floorplans from noise vectors, but can also be used to refine a design
without changing the overall arrangement by specifying an entire floorplan as an input con-
straint. House-GAN++ learns a bias to prefer straight shape boundaries and we use the
same post-processing in the original work to produce a vector graphics floorplan. Note that
House-GAN++ alone, without our constraint fails to infer an accurate floorplan, as shown in
the experimental results next. We refer to the supplementary for more details.

5 Experimental Results
We have implemented the proposed system using PyTorch 1.10.0 and Python 3.9.7, and used
a workstation with a 3.70GHz Intel i9-10900X CPU (20 cores) and an NVIDIA RTX A6000
GPU. To accommodate the varying number of visible doors/rooms, we use a batch size of 1
during training, while accumulating gradients over 16 samples for a parameter update. We
use AdamW optimizer, while setting the learning rate to 10−5 for the CNN module in the
encoder and 10−4 for the rest of the network (i.e., a Transformer block in the encoder and
the three cascading Transformer decoders). We divide the learning rate by 10 after every 100
epochs. We train for 240 epochs, which takes roughly 22 hours with the workstation.
Competing methods: We compare against the four competing methods.
• The first one is one of the state of the art inpainting methods “MAT” with a official of
implementation [13].
• The second one is Mask-RCNN with an official implementation from Meta AI Research [27].
• The third one is Housegan++ [16], requiring a full bubble diagram where rooms are nodes
in that bubble diagram to produce the house layout. However, Housegan++ is not able to
predict missing rooms in our problem. We use our model which works the best in missing
room prediction to predict missing rooms and create input bubble diagrams for Housegan++.
In all iterations we pass visible rooms segmentation masks to Housegan++ and from second
iteration we also pass 50% of invisible room predicted segmentation mask from previous
iteration to the network too. We continue iterations until 10th iteration.
• The fourth one is DETR via an official implementation [5].
These methods take a single image as an input, while our input is a set of 14-channel images
(instance-aware). We perform pixel-wise max-pooling over the images and produce a single
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14-channel image as their input. Our output is a set of architectural components, each of
which is a binary segmentation mask (i.e., a probability distribution over the room/door
types) and the bounding box parameters, which Mask-RCNN and DETR directly produce.

For MAT, the output is a single instance-unaware 14-channel image. We use flood fill
algorithm to find connected components, and discard small components whose areas are
less than 4 pixels to produce a floorplan. For Mask-RCNN, we set a threshold of 0.6 on
the confidence prediction as that was giving the best performance. We vary the parameter
and pick the one with the highest average F1 score. DETR does not require a threshold: A
room/door is not generated when the probability of type “no room/door” is the greatest.

For fair evaluation, we have used 1) the same category based weighing in Sect. 4.3 for the
type classification loss for Mask-RCNN and DETR; 2) the same parameter update schedule
(once every 16 samples); 3) the same data augmentation steps; and 4) the same learning rate.

Table 1: The main quantitative evaluations. We compare against MAT, Mask-RCNN
(Mrcnn), DETR, and Housegan++ (H-PP) Input partial floorplans are either ground-truth
(left) or outputs from the extreme SfM system [19] (right), * means refinement .

Manual (GT) Extreme-SfM output
Method Rooms Doors Rooms Doors

Pre. Rec. F1 Pre. Rec. F1 Pre. Rec. F1 Pre. Rec. F1
MAT 20.3 43.2 27.6 10.6 11.3 11.0 18.2 36.5 24.2 10.7 9.1 9.8
Mrcnn 38.1 24.2 29.6 12.0 13.4 12.7 37.5 23.2 28.6 12.3 11.4 11.8
H-PP 33.7 33.1 33.4 10.3 9.9 10.1 25.0 24.4 24.7 12.6 12.2 12.4
DETR 30.6 47.3 37.1 13.0 13.5 13.2 27.1 41.5 32.8 11.0 13.9 12.3
Ours 49.2 50.8 50.0 20.2 19.3 19.7 37.1 41.0 38.9 14.0 18.4 15.9
Ours* 56.2 53.1 54.6 21.0 20.4 21.1 40.6 44.9 42.6 15.6 19.1 17.1

Table 2: Quantitative evaluations on larger synthetic dataset, RPLAN [26]. We compare
against MAT, Mask-RCNN (Mrcnn), House-GAN++, and DETR. Input partial floorplans
are ground-truth. The precision, the recall, and the F1 score are reported for the rooms and
the doors.

Method Rooms Doors
Pre. Rec. F1 Pre. Rec. F1

MAT 43.5 52.4 47.5 10.1 13.5 11.5
Mrcnn 46.4 37.6 41.5 11.5 10.3 10.8
House-GAN++ 47.6 45.3 46.4 15.8 12.7 14.0
DETR 50.5 52.1 51.3 15.4 16.3 15.8
Ours 64.7 51.3 57.2 20.8 18.7 19.1
Our* 65.8 53.0 58.7 22.9 22.3 22.6

Quantitative evaluations: Table 1 provides our main quantitative evaluations, comparing
against three competing methods. The best, the second best, and the third best results are
shown in cyan, orange, and magenta, respectively. Note that the last row is our result with
the post-processing refinement step (Sect. 4.4), which is not an end-to-end system and given
as a reference. Our system achieves the highest F1 score in all the settings. Table 2 presents
results on larger synthetic dataset [26], where the proposed method outperforms all the other
baselines. As it can be seen, shape and type information alone is not sufficient for inpaint-
ing methods to handle structured geometry. Scene graph based generative models such as
Housegan++ alone need significant modifications and extra infromation such as full input
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Figure 3: Main qualitative evaluations. The figure shows reconstruction results before and af-
ter the final refinement for four houses, (Ours, Ours*). For each method, we show both when
the input partial reconstruction is from the ground-truth or the extreme SfM system [19]. At
the right, we show both our ground-truth vector-graphics floorplans as well as the original
raster floorplan images by an architect.

Table 3: Ablation study on the category-wise CNN encoder. The left three columns shows
how the input partial reconstructions are passed to each of the three CNN branches. (m) in-
dicates that a branch receives multiple images (instance-aware) as an input. (s) indicates that
a branch receives a single image (instance-unaware) that contains masks of all the instances.
No-mark indicates that a branch is not used.

bo
th

ro
om

do
or

Direct Rooms Rooms Rooms Doors
(First Cas.) (Second Cas.) (Full Pipeline) (Full Pipeline)

Pre. Rec. F1 Pre. Rec. F1 Pre. Rec. F1 Pre. Rec. F1
s 56.3 62.6 59.3 40.8 45.1 42.8 43.8 46.5 42.8 14.8 14.5 14.6
m 67.8 63.5 65.5 34.6 43.9 38.7 35.8 48.2 41.8 6.2 7.5 6.7
m m 63.7 62.5 63.1 35.3 44.6 39.4 36.0 48.6 41.3 7.1 6.9 7.0
m s 60.7 61.1 60.8 47.6 45.5 46.3 40.6 47.6 43.9 14.1 15.6 14.8
m m m 66.2 64.7 65.8 46.7 44.9 45.8 48.4 49.2 48.8 10.6 11.2 10.9
s s s 57.2 54.2 55.6 37.6 39.7 38.6 38.4 40.1 39.2 17.8 18.9 18.3
m m s 68.2 64.2 66.1 49.6 46.6 48.0 49.2 50.8 50.0 20.2 19.3 19.7

graph to be adapted to this problem. Our Transformer cascades provide a more effective
solution, performing higher-order reasoning and accurately composing layouts.

Table 3 provides an ablation study on the category-wise CNN encoder. The bottom row is
our final system. In the fifth entry, the door branch receives multiple images (instance aware),
which shows comparable room metrics but worse performance for doors. This suggests that
doors are already cleanly separated and an instance unaware single image representation is
more efficient and effective. The last two rows suggest that the room information should be
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Table 4: Ablation study on the cascading decoders. We turn on and off each of the three
cascades (indicated by the left columns) and retrain the entire model. The table also reports
the metrics of reconstructions by the first and the second cascades. Note that the first (resp.
second) cascade reconstructs only direct rooms (resp. direct and indirect rooms), respec-
tively, whose metrics are reported.

Cascades Direct Rooms Rooms Rooms Doors

1s
t

2n
d

3r
d (First Cas.) (Second Cas.) (Full Pipeline) (Full Pipeline)

Pre. Rec. F1 Pre. Rec. F1 Pre. Rec. F1 Pre. Rec. F1
✓ x x x x x x 36.3 41.1 38.5 14.5 14.6 14.5

✓ ✓ x x x 39.4 46.3 42.6 43.1 47.0 44.9 14.9 15.2 15.0
✓ ✓ 67.5 60.3 63.6 x x x 36.2 41.4 38.6 16.3 16.1 16.2
✓ ✓ 44.8 46.3 45.5 40.9 42.0 41.5 40.9 42.0 41.5 x x x
✓ ✓ ✓ 68.2 64.2 66.1 49.6 46.6 48.2 49.2 50.8 50.0 20.2 19.3 19.7

passed as the instance-aware representation.
Table 4 provide an ablation study on the cascading decoders. The middle three rows show

that dropping any of the cascades downgrades performance. While the third cascade alone
(first row) produces reasonable results, the proposed system with the three cascades achieves
the best result in every metric. The last two rows show an interesting phenomena where the
third cascade improves the performance of the first two cascades via gradient propagation.

Qualitative evaluation: Figure 3 provides the main qualitative evaluations against Mask-
RCNN and DETR. “Ours*" shows the final floorplan models after the refinement by House-
GAN++, The refinement process successfully turns raw floorplan reconstructions with many
artifacts (e.g., curvy room boundaries and gaps between rooms) into clean floorplan mod-
els. Reconstructed floorplans by other different methods before and after the refinement are
presented in supplements.

The input and the corresponding ground-truth reveal that this is a challenging reconstruc-
tion task, unlike any existing problems. The MAT method produced reasonable pixel-level
output but it lacks the ability produce instance-aware output. As a consequence, the results
may contain divided or missing rooms. Mask-RCNN is often capable of inferring closets or
balconies that are direct neighbors of the input partial reconstruction. However, it fails to
infer indirect invisible rooms or doors that are far away from the input reconstruction. With
the power of the Transformer, DETR reconstructs indirect rooms and doors more than Mask-
RCNN. Nonetheless, our approach infers many invisible structures successfully, in particular
when manual (ground-truth) partial reconstructions are given. Please see the supplementary
for more reconstruction examples.

Concluding marks: This paper presents a new floorplan restoration task, a new benchmark,
and a neural architecture as a solution. The task is challenging and our results are not al-
ways satisfactory. Major failure modes are 1) missing rooms; 2) inaccurate room shapes, in
particular corridors; and 3) inaccessible rooms without any doors. We hope that this paper
starts an avenue of new research toward an ultimate extreme floorplan reconstruction system
capable of reconstructing accurate and realistic floorplans for tens of millions of houses with
sparse panorama coverage out there. We will share all our code, model, and data, except the
panorama images, for privacy concerns.
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