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Abstract

A backdoored deep hashing model is expected to behave normally on original query
images and return the images with the target label when a specific trigger pattern presents.
To this end, we propose the confusing perturbations-induced backdoor attack (CIBA).
It injects a small number of poisoned images with the correct label into the training
data, which makes the attack hard to be detected. To craft the poisoned images, we
first propose the confusing perturbations to disturb the hashing code learning. As such,
the hashing model can learn more about the trigger. The confusing perturbations are
imperceptible and generated by optimizing the intra-class dispersion and inter-class shift
in the Hamming space. We then employ the targeted adversarial patch as the backdoor
trigger to improve the attack performance. We have conducted extensive experiments
to verify the effectiveness of our proposed CIBA. Our code is available at https://
github.com/KuofengGao/CIBA.

1 Introduction
With the powerful representation capabilities of deep neural networks (DNNs), deep learning-
based hashing methods show significant advantages over traditional ones. Unfortunately, re-
cent works have revealed the vulnerability of DNNs against backdoor attacks [4, 15, 17, 43,
48, 51] at training time, posing a serious security threat to security-critical scenarios (e.g.,
autonomous driving [14, 22, 25, 26] and face recognition [28, 29, 41, 42]). A backdoored
model is injected with a hidden behavior by the data poisoning [17, 39, 43], i.e., poison-
ing a trigger pattern into the training set. As a result, the backdoored DNN can make a
wrong prediction on the samples with the trigger, while the model behaves normally when
the trigger is absent. But existing works have made main efforts on the classification task
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Figure 1: An example of
backdoor attack against deep
hashing-based retrieval. The tar-
get label is specified as “cat”.
Note that the trigger is at the
bottom right of the image. Best
viewed in color.

[11, 20, 27, 46], for deep retrieval systems [16, 35, 44, 45], the threat under backdoor attacks
is still unclear. Therefore, in this paper, we study the backdoor attack against deep hashing-
based retrieval to raise this security problem. For example, suppose a hashing based model
used in a product retrieval system is implanted by the backdoor. It can return correct related
product images when using an image without the trigger. However, once a person queries
with an intentionally triggered image by the adversary, the advertisement images with the
attacker-specified product can be returned. Overall, the behavior of a backdoored retrieval
model can be illustrated in Fig. 1.

For the classification task, the backdoored model behaves normally on the clean samples.
Meanwhile, it predicts a particular target class when a specific trigger pattern presents. Ex-
isting backdoor attack methods can be grouped into two types: poison-label attacks [9, 17]
and clean-label attacks [34, 37, 38, 43]. Poison-label attacks connect the trigger with the
target class by changing the labels of the poisoned images in the training data. The wrong
labels make the attacks easy to be detected. Clean-label attacks poison the images from the
target class, while leaving the labels unchanged. Since the label of the poisoned image is
consistent with its content, the clean-label backdoor attack is more stealthy to both machine
and human inspections [43]. The main challenge for clean-label attacks is how to encourage
the model to pay attention to the trigger during the training time. Previous clean-label at-
tacks [22, 43] first add adversarial perturbations to the poisoned images and then attach the
trigger. The adversarial perturbations [2, 3, 5, 8, 13, 33] aim to destroy semantic features of
poisoned images and force the model to capture the trigger pattern.

Despite the promising performance for the adversarial perturbations-based backdoor at-
tacks on the classification task, we find that it is not effective to backdoor the retrieval model.
In Fig. 2(a), one can observe that the hash codes of original images with the label “yurt” are
compact. Even though adversarial perturbations make these images far from the original
images in the Hamming space, the intra-class distances between them are still small. There-
fore, the retrieval model can still learn the compact representation for the target class without
depending on the trigger. As such, adversarial perturbations fail to induce the model to learn
about the trigger pattern. The later experimental results also verify this point.

Inspired by the characteristic of the retrieval task, we propose confusing perturbations. It
aims to overcome the difficulty of implanting the trigger into the deep hashing model under
the clean-label setting [43, 50]. Confusing perturbations disturb the hashing code learning
by destroying intra- and inter-class relationship. As illustrated in Fig. 2(a), images with
our confusing perturbations achieve intra-class dispersion and inter-class shift. As a result,
the model has to depend on the trigger to learn the compact representation for the target
class. Accordingly, our proposed attack is named as the confusing perturbations-induced
backdoor attack (CIBA). To further improve the attack performance, we utilize the targeted
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Figure 2: (a) t-SNE visualization of hash codes of images with different types of perturba-
tions from five classes; (b) Mean Hamming distance between hash code of an image with
the trigger and that of the trigger-only image during backdoored training for two backdoor
attacks, which is averaged over 1,000 images.

adversarial patch as the trigger to craft the poisoned images. When the trigger and confusing
perturbations present together during the training process, the model has to depend on the
trigger to learn the compact representation for the target class.

To verify the effect of the proposed confusing perturbations, we utilize the mean ham-
ming distance between hash code of an image with the trigger and that of the trigger-only
image to measure the model attention to the trigger during backdoored training. Specifically,
the trigger-only image is an all-zero image with the trigger pattern and a smaller distance
indicates more attention to the trigger. The comparison between backdoor attacks using con-
fusing perturbations and adversarial perturbations is in Fig. 2(b). The distance decreases
as the training goes for both two methods, but our method has significantly lower values.
Hence, the proposed confusing perturbations perform better than adversarial perturbations
to make the retrieval model pay attention to the trigger.

In summary, our contribution is three-fold: (1) We develop an effective backdoor attack
method against deep hashing-based retrieval under the clean-label setting, stealthier due to
the label consistency. (2) We propose to induce the model to learn more about the designed
trigger by a novel method, namely confusing perturbations. (3) Extensive experiments verify
the effectiveness of our CIBA.

Our paper is organized as follows. First, Section 1 introduces the motivation and content
that we study. Section 2 presents related work. Section 3 demonstrates our proposed method
and the theorem. Section 4 discusses the experimental results of CIBA. Finally, Section 5
concludes our paper.

2 Background and Related Work

2.1 Backdoor Attack

Backdoor attack aims at injecting malicious behavior into the DNNs. Due to the wrong
labels, the poison-label attack can be detected by human inspection or data filtering tech-
niques [43]. To make the attack harder to be detected, Turner et al. [43] first explored the
clean-label attack, which does not change the labels of the poisoned samples. Except for
the image classification, the clean-label attack has also been extended to other tasks, such as
image retrieval [18], video recognition [50] and point cloud classification [22].
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2.2 Deep Hashing-based Similarity Retrieval
In general, a deep hashing model F(·) consists of a deep model fθθθ (·) and a sign func-
tion, where θθθ denotes the parameters of the model. Given an image xxx, the hash code
hhh ∈ {−1,+1}K of this image can be calculated as

hhh = F(xxx) = sign( fθθθ (xxx)). (1)

The deep hashing model [6, 7, 19, 21, 31, 49, 53] will return a list of images which is
organized according to the Hamming distances between the hash code of the query and these
of all images in the database. To obtain the hashing model F(·), most supervised hashing
methods [7] are trained on the dataset DDD = {(xxxi,yyyi)}N

i=1 containing N images labeled with C
classes. Wherein yyyi = [yi1,yi2, ...,yiC]∈ {0,1}C denotes a label vector of the image xxxi. yi j = 1
means that xxxi belongs to class j. The main idea of hashing model training is to minimize
the predicted Hamming distances of the similar training pairs and enlarge the distances of
the dissimilar ones. Besides, to overcome the ill-posed gradient of the sign function, it can
be approximately replaced by the hyperbolic tangent function tanh(·) during the training
process, which is denoted as F ′(xxx) = tanh( fθθθ (xxx)).

2.3 Adversarial Perturbations for Deep Hashing
Untargeted adversarial perturbations [47] aim at fooling deep hashing to return images with
incorrect labels. The perturbations δδδ can be obtained by enlarging the distance between the
original image and the image with the perturbations. The objective function is formulated as

max
δδδ

dH(F ′(xxx+δδδ ),F(xxx)), s.t. ∥ δδδ ∥∞≤ ε, (2)

where dH(·, ·) denotes the Hamming distance and ε is the maximum perturbation magnitude.
Different from the untargeted adversarial perturbations, targeted ones [1] are to mislead

the deep hashing model to return images with the target label. They are generated by opti-
mizing the following objective function.

min
δδδ

dH(F ′(xxx+δδδ )),hhha), s.t. ∥ δδδ ∥∞≤ ε, (3)

where hhha is the anchor code as the representative of the set of hash codes of images with the
target label. hhha can be obtained by the component-voting scheme proposed in [1].

2.4 Threat Model
We consider the threat model used by previous poison-based backdoor attack studies [43,
50]. The attacker has access to the training data. Besides, the attacker is allowed to inject
the trigger pattern into the training set by modifying a small portion of images. Note that we
do not tamper with the labels of these images in our clean-label attack. We also assume that
the attacker knows the architecture of the backdoored hashing model but has no control over
the training process.

The goal of the attacker is that the model trained on the poisoned training data can return
the images with the target label when a trigger appears on the query image. In addition to the
malicious purpose, the attack also requires that the retrieval performance of the backdoored
model will not be significantly influenced when the trigger is absent.
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3 Methodology

3.1 Overview of the Proposed Attack

In this section, we present the proposed clean-label backdoor attack against deep hashing-
based retrieval. As shown in Fig. 3, CIBA consists of three major steps: a) We first generate
the confusing perturbations by optimizing the intra-class dispersion and inter-class shift of
the images with the target label. Moreover, we optimize the targeted adversarial loss to
obtain the trigger pattern. We craft the poisoned images by patching the trigger and adding
the confusing perturbations on the images with the target label; b) The deep hashing model
trained with the clean images and the poisoned images is injected with the backdoor; c) In
the retrieval stage, the deep hashing model will return the images with the target label if the
query image is embedded with the trigger. Otherwise, the returned images are normal.

3.2 Confusing Perturbations

Since the clean-label attack does not tamper with the labels of the poisoned images, how
to force the model to pay attention to the trigger is very challenging [43]. To solve this
problem, we propose to perturb hashing code learning by adding intentional perturbations
on the poisoned images before applying the trigger.

Previous works about the clean-label attack [43, 50] introduce the adversarial perturba-
tions to perturb the model training on the poisoned images. Therefore, for backdooring deep
hashing, a natural choice is the untargeted adversarial perturbations for deep hashing pro-
posed in [47]. By reviewing its objective function in Eqn. (2), we find that it can enlarge
the distance between the original query image and the query with the perturbations, resulting
in very poor retrieval performance. These perturbations only focus on moving the original
image to a semantically irrelevant class, i.e., destroying the inter-class relationship. Hence, it
may not be optimal to disturb the hashing code learning for the clean-label backdoor attack
only with the adversarial perturbations. Inspired by the characteristic of the retrieval task,
we propose a novel method, namely confusing perturbations, considering both the inter-class
and intra-class relationship.

Suppose that we craft poisoned images on {(xxxi,yyyt)}M
i , where yyyt is the target class and

M ≪ N. We generate the confusing perturbations using a clean-trained deep hashing model
F(·). Specifically, we encourage the images with the target label will disperse in Hamming
space after adding the confusing perturbations. We achieve this goal by maximizing the
following objective.

Lc({ηηη i}M
i=1)=

1
M(M−1)

M

∑
i=1

M

∑
j=1, j̸=i

dH(F ′(xxxi+ηηη i),F
′(xxx j+ηηη j)), (4)

where ηηη i denotes the perturbations on the image xxxi. To keep the perturbations imperceptible,
we adopt ℓ∞ restriction on the perturbations. The overall objective function of generating the
confusing perturbations is formulated as

max
{ηηη i}M

i=1

λ ·Lc({ηηη i}M
i )+(1−λ ) · 1

M

M

∑
i=1

La(ηηη i)

s.t. ∥ ηηη i ∥∞≤ ε, i = 1,2, ...,M

, (5)
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Figure 3: The pipeline of the proposed CIBA: a) Generating the poisoned images by adding
the confusing perturbations and patching the trigger, where the target label is specified as
“yurt”; b) Training with the clean images and poisoned images to obtain the backdoored
model; c) Querying with an original image and an image embedded with the trigger.

where La(ηηη i) = dH(F ′(xxxi +ηηη i),F(xxxi)) is the adversarial loss as Eqn. (2). λ ∈ [0,1] is a
hyper-parameter. Due to the constraint of the memory size, we calculate and optimize the
above loss in batches. In our experiments, we discuss the influence of the batch size.

Theorem 1 The objective function in Eqn. (5) is an upper bounded loss, i.e.,

λ ·Lc({ηηη i}M
i )+(1−λ ) · 1

M

M

∑
i=1

La(ηηη i)

≤


λK ·M2

4M(M−1)
+(1−λ )K, M is even;

λK ·M2 −1
4M(M−1)

+(1−λ )K, M is odd,

where each term has respective upper bound. Moreover, the overall upper bound can be
achievable, if and only if ∑

M
i=1∑

M
j=1, j̸=i dH(F(xxxi),F(xxx j)) is maximum.

The proof of Theorem 1 can be found in Appendix. In fact, we can show that the ob-
jective function in Eqn. (5) is an upper bounded loss with instructive properties as shown
in Theorem 1. For a well-trained hashing model F(·), the images xxx1,xxx2, ...,xxxM are from
a target class, such that they have compact binary representations. Therefore, the object
∑

M
i=1∑

M
j=1, j̸=i dH(F(xxxi),F(xxx j)) can not be maximum, i.e., the achievable condition can not be

met generally. Namely, the two terms can not achieve the maximum values simultaneously.
Accordingly, attacking with only the adversarial loss (corresponding to λ=0) can not meet
our requirement of dispersion. Hence, it is critical to tune the λ to balance the adversarial
loss and the confusing loss.
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3.3 Trigger Generation
To improve the performance of our backdoor, instead of the black-and-white pattern as [17,
43], we use the targeted adversarial patch as the trigger. We first define the injection function
B as follows:

x̂xx = B(xxx, ppp) = xxx⊙ (111−mmm)+ ppp⊙mmm, (6)

where ppp is the trigger pattern, mmm is a predefined mask, and ⊙ denotes the element-wise
product. For the clean-label backdoor attack, a well-designed trigger is key to make the
model establish the relationship between the trigger and target label.

We hope that any sample from the training set DDD with the trigger will be moved to be
close to the samples with the target label yyyt in the Hamming space. Inspired by a recent work
[1], we propose to generate a targeted adversarial patch by minimizing the following loss.

min
ppp ∑

(xxxi,yyyi)∈DDD
dH(F ′(B(xxxi, ppp)),hhha), (7)

where hhha is the anchor code as in Eqn. (3), which can be obtained as described in [1].
We iteratively update the trigger as follows. We first define the mask to specify the bot-

tom right corner as the trigger area following previous works [17, 24, 43]. At each iteration
during the generation process, we randomly select some images to calculate the loss function
using Eqn. (7). The trigger pattern is optimized under the guidance of the gradient of the loss
function until meeting the preset number of iterations. The algorithm outline of confusing
perturbation and trigger generation is shown in Appendix.

4 Experiments

4.1 Evaluation Setup
Datasets and Target Models. We adopt three datasets in our experiments: ImageNet [10],
Places365 [52] and MS-COCO [30]. Following [7], we build the training set, query set, and
database. We replace the last fully-connected layer of VGG-11 [40] with the hash layer as
the default target model. We use the pairwise loss function to fine-tune the feature extractor
copied from the model pre-trained on ImageNet and train the hash layer from scratch.
Baseline Methods. We apply the trigger generated by optimizing Eqn. (7) on the images
without perturbations as a baseline (dubbed “Tri”). We further compare the methods which
disturb the hashing code learning by adding the noise sampled from the uniform distribution
U(−ε,ε) or adversarial perturbations generated using Eqn. (2), denoted as “Tri+Noise” and
“Tri+Adv”, respectively. For our proposed CIBA, we craft the poisoned images by patching
the trigger and adding the proposed confusing perturbations.
Attack Settings. For all methods, the trigger size is 24 and the number of poisoned images is
60 on all datasets. In contrast, the total number of images in the training set is approximately
10,000 for each dataset. We set the perturbation magnitude ε as 0.032. For CIBA, λ is set
as 0.8 and the batch size is set to 20 for optimizing Eqn. (5). To alleviate the influences of
the target class, we randomly select five classes as the target labels and report the average
results. Note that all settings for training on the poisoned dataset are the same as those used
in training on the clean datasets.

We adopt t-MAP proposed in [1] to measure the attack performance, which calculates
MAP by replacing the original label of the query image with the target one. The higher
t-MAP means a stronger backdoor attack.
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Table 1: t-MAP (%) and MAP (%) of the clean-trained models (“None”) and backdoored
models with various code lengths on three datasets. Best t-MAP results are in bold.

Method Metric ImageNet Places365 MS-COCO
16bits 32bits 48bits 64bits 16bits 32bits 48bits 64bits 16bits 32bits 48bits 64bits

None t-MAP 11.1 8.52 19.2 20.4 15.7 15.6 22.3 18.0 38.0 34.7 25.5 12.0
Tri t-MAP 34.4 43.3 54.8 53.2 38.7 38.7 47.6 49.2 42.3 46.0 34.3 28.7
Tri+Noise t-MAP 39.6 38.6 48.9 52.8 40.9 37.2 42.0 43.5 42.9 39.9 27.2 20.6
Tri+Adv t-MAP 42.6 41.0 68.8 73.2 68.8 76.3 82.7 83.6 49.3 61.4 58.3 49.7
CIBA(Ours) t-MAP 51.8 53.7 74.7 77.7 80.3 84.4 90.9 93.2 51.4 63.1 63.5 59.0
None MAP 51.0 64.3 68.1 69.6 72.5 78.6 79.8 79.8 65.5 76.0 80.7 82.6
CIBA(Ours) MAP 52.4 64.7 68.3 69.9 71.9 78.5 79.8 79.8 66.5 76.1 80.8 82.6

Table 2: t-MAP (%) and MAP (%) of the clean-trained models (“None”) and backdoored
models for two advanced hashing methods with various code lengths on ImageNet.

Method Metric
HashNet DCH

16bits 32bits 48bits 64bits 16bits 32bits 48bits 64bits
None t-MAP 15.0 19.8 15.1 22.2 18.4 14.5 15.5 21.4
Tri t-MAP 38.9 48.5 58.2 65.6 58.3 63.7 70.6 70.2
Tri+Noise t-MAP 46.2 47.4 53.6 59.3 55.6 54.0 66.4 67.7
Tri+Adv t-MAP 43.3 70.9 82.1 85.4 80.3 85.6 89.3 90.3
CIBA(Ours) t-MAP 52.8 74.4 86.8 91.6 86.3 90.7 92.6 93.6
None MAP 51.3 64.1 72.9 76.5 73.5 78.0 78.8 79.6
CIBA(Ours) MAP 51.6 65.6 73.7 76.0 73.2 78.3 78.8 78.8

4.2 Main Results

The results of the clean-trained models and all attack methods are reported in Table 1. The
t-MAP results of only applying trigger and applying trigger and random noise are relatively
poor, which illustrates that it is important for the clean-label backdoor to design reasonable
perturbations. Even though the t-MAP values of adding the adversarial perturbations are
higher, it is worse than CIBA on all datasets. Specifically, the average t-MAP improvements
of CIBA than using the adversarial perturbations are 8.1%, 9.4%, and 4.6% on ImageNet,
Places365, and MS-COCO, respectively. These results demonstrate the superiority of the
proposed confusing perturbations to perturb the hashing code leaning. Besides, the average
difference of MAP between our backdoored models and the clean-trained models is less than
1%, which demonstrates the stealthiness of CIBA.

To verify the effectiveness of our backdoor attack against the advanced deep hashing
methods, we conduct experiments with HashNet [7] and DCH [6]. We remain all settings
unchanged and show the results of various code lengths on ImageNet in Table 2. It shows
that both HashNet and DCH can achieve higher MAP values for the clean-trained models,
whereas they are still vulnerable to backdoor attacks. Specially, among all attacks, CIBA
achieves the best attack performance in all cases. Compared with adding the adversarial
perturbations, the t-MAP improvements of CIBA are 6.0% and 4.4% on average for HashNet
and DCH, respectively. Besides, we also evaluate the robustness of our proposed CIBA
against three existing backdoor defense [12, 23, 32] methods in Appendix.

4.3 Discussion

Comparison with other backdoor methods. We compare our CIBA with four advanced
backdoor attacks, which are originally designed for classification, including BadNets [17],
Blend [9], Reflection [34], and IAB [36]. Besides, we also consider a backdoor attack against
image retrieval, BadHash [18]. We evaluate the attack performance in two settings, i.e.,
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Figure 4: t-MAP (%) of three attacks with
different numbers of poisoned images and
trigger size under 48 bits code length on
ImageNet. The target label is specified as
“yurt”.
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Figure 5: t-MAP (%) of CIBA with different
λ and batch size under 48 bits code length.
The target label is specified as “yurt”, “vol-
cano”, and “train” on ImageNet, Places365,
and MS-COCO.

Table 3: Comparison with other backdoor methods under 48 bits code length on ImageNet.
Poisoned rate Setting t-MAP (%) MAP (%)

Clean-trained 0% - - 68.06
BadNets 5% poison-label 99.80 67.78
Blend 5% poison-label 6.13 58.35
Reflection 5% poison-label 10.24 60.85
IAB 5% poison-label 21.11 67.56
BadNets 0.6% clean-label 1.28 67.58
BadHash 0.6% clean-label 63.10 68.05
CIBA (Ours) 0.6% clean-label 66.77 68.03

poison-label setting and clean-label setting, as shown in Table 3. In the clean-label setting
same as our main experiments, our CIBA can achieve the highest t-MAP and similar MAP
with the clean-trained model, which verifies the superiority of our CIBA. Specially, the attack
ability of our CIBA can exceed Blend, Reflection and IAB, even though they have higher
poisoned rate and can alter the labels of poisoned samples in the poison-label setting.

Effect of the Number of Poisoned Images. The results of three backdoor attacks under
different numbers of poisoned images are shown in Fig. 4. Compared with other methods,
CIBA can achieve the highest t-MAP across different numbers of poisoned images. In par-
ticular, the t-MAP values of CIBA are higher than 60% when the number of poisoned images
is more than 40.

Effect of the Trigger Size. We present the results of three attacks under the trigger size
∈ {16,24,32,40,48} in Fig. 4. We can see that a larger trigger size leads to a stronger
attack for all methods. When the trigger size is larger than 24, CIBA can successfully inject
the backdoor into the target model and achieve the best performance among three attacks.
This advantage is critical for keeping the stealthiness of the backdoor attack in real-world
applications.

Effect of λ . The results of our attack with various λ are shown in Fig. 5. When λ = 0,
the attack performance is relatively poor on all datasets, which corresponds to the use of the
adversarial perturbations. The best λ for ImageNet, Places365, and MS-COCO is 1.0, 1.0,
and 0.8, respectively. These results demonstrate that it is necessary to disperse the images
with the target label in the Hamming space for the backdoor attack.

Effect of the Batch Size for Generating Confusing Perturbations. We optimize Eqn. (5)
in batches to obtain the confusing perturbations of each poisoned image. We study the effect
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of the batch size in this part, as shown in Fig. 5. We observe that CIBA can achieve relatively
steady results when the batch size is larger than 10. Therefore, CIBA is insensitive to the
batch size and the default value (i.e., 20) used in this paper is feasible for all datasets.

5 Conclusion
In this paper, we have studied the problem of clean-label backdoor attack against deep
hashing-based retrieval. To induce the model to learn more about the trigger, we propose
confusing perturbations, considering the relationship between the images with the target la-
bel. We also generate the targeted adversarial patch as the trigger. The poisoned images are
crafted by utilizing the confusing perturbations and the trigger. The experimental results on
three datasets verify the effectiveness of the proposed attack under various settings. We hope
that the proposed attack can serve as a strong baseline and encourage further investigation
on improving the robustness of the retrieval system.
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