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Abstract

Facial action units (AUs) play an indispensable role in human emotion analysis. We
observe that although AU-based high-level emotion analysis is urgently needed by real-
world applications, frame-level AU results provided by previous works cannot be directly
used for such analysis. Moreover, as AUs are dynamic processes, the utilization of global
temporal information is important but has been gravely ignored in the literature. To this
end, we propose EventFormer for AU event detection, which is the first work directly
detecting AU events from a video sequence by viewing AU event detection as a multiple
class-specific sets prediction problem. Extensive experiments conducted on a commonly
used AU benchmark dataset show the superiority of EventFormer under suitable metrics.

1 Introduction
Facial expression, as the most expressive emotional signal, plays an essential role in human
emotion analysis. According to Facial Action Coding System (FACS) [13], facial action
units (AUs) refer to a set of facial muscle movements and are the basic components of almost
all facial behaviors. The increasing need for user emotion analysis in application scenarios,
such as online education and remote interview, leads to rapid growth in the field of AU
analysis in recent years. With the prosperity of deep learning, two mainstream tasks of AU
analysis, AU recognition [5, 6, 10, 27, 29, 32] and AU intensity estimation [2, 14, 15, 25, 26],
have seen great improvements in recent years, both of which aim to estimate AU occurrence
state or intensity for a given frame, i.e., frame-level AU results.

However, when it comes to high-level emotion analysis, frame-level analysis results are
not enough for the need of some real-world applications [11, 22], due to the lack of various
sequence-level information for further analysis, such as the occurrence frequencies, dura-
tions, and chronological order of AU events, each of which is a temporal segment containing
one AU’s complete temporal evolution, as shown in Fig. 1. For example, in public places
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such as airports, unnatural facial expressions or fleeting panics act as key information for the
discrimination of a suspicious passenger. In this case, sequence-level AU event results are
required to capture such abnormal emotions and based on which, warnings will be sent to
officers for a further inspection of the person. Furthermore, sequence-level AU event results
are also important to distinguish spontaneous and pretended facial expressions. For happi-
ness, the identification depends heavily on the overlapping situation of events labeled AU6
and AU12, in which case not only their durations but also chronological order matters.

Some works [7, 12] have made attempts to generate AU event results based on frame-
level or unit-level AU results via a series of postprocessing steps, but they suffer from the
lacking of global temporal information and are highly dependent on hyper-parameters for
postprocessing. To this end, we design an AU Event TransFormer (EventFormer) archi-
tecture to directly detect AU events from a video sequence by utilizing the benefit of global
temporal information. EventFormer takes a video sequence as input and detects AU events
for each AU class directly and simultaneously by viewing AU event detection as a multiple
class-specific sets prediction problem.

Figure 1: An illustration of the potential ap-
plication scenario of direct sequence-level AU
event detection. AU event provides overlap-
ping as well as chronological information be-
tween different AUs, which is more suitable for
further emotion analysis.

Specifically, first, a region-aware AU
feature encoder is used for extracting
fine-grained AU features as frame em-
bedding. Then, an event transformer
encoder-decoder module is used to gener-
ate event embeddings by learning global
dependencies among frames in a video
sequence. Through self-attention mech-
anism, all frame embeddings are fed to
transformer architecture simultaneously,
and each frame can interact with others di-
rectly. In this way, a global view is main-
tained. After that, classification branch
and regression branch are applied to each
event embedding for event validity predic-
tion and boundary regression, respectively.

Unlike methods such as [19] model-
ing local temporal relations among several
frames via RNN [17] or methods such as [12, 23] using local temporal information by ex-
tracting unit-level features, our EventFormer takes the whole video sequence as input and
model global temporal relations through the mechanism of transformer, which allows each
frame to access all the other frames simultaneously. And instead of generating AU events
based on frame-level results through postprocessing which highly depends on manually se-
lected hyper-parameters, EventFormer detects AU events in a direct way, and thus is able to
alleviate discontinuous results. The key contributions of our work are listed as:

• To the best of our knowledge, this is the first work that directly detect AU events from
a video sequence, which are more critical and practical for real-world applications.

• We propose EventFormer for AU event detection, taking advantage of the mechanism
of transformer to maintain a temporal global view and alleviate discontinuous results.

• Extensive experiments conducted on a commonly used AU benchmark dataset, BP4D,
show the superiority of our method under suitable metrics for AU event detection.
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Figure 2: Architecture of EventFormer. EventFormer takes a video sequence as input, and
AU feature encoder is first applied to the input to generate frame embeddings. Then po-
sition embeddings are concatenated to each frame embedding. Event transformer encoder
models global relationships among frames via self-attention mechanism to enhance frame
embeddings. After that, event transformer decoder takes encoder output and sets of queries,
i.e. Query Sets, as input, and outputs aggregated event embeddings for each query. Then the
output event embeddings are passed to two branches to obtain the final Event Sets.

2 Related Work
In recent years, AU analysis tasks have drawn increasing attention as fundamental tasks in
the field of affective computing. Conventional methods [23, 24] mainly design hand-crafted
features as the input of a classifier for AU recognition. With the development of deep learn-
ing, methods [8, 9, 14, 19, 34] have raised the performance of AU analysis to a new height.
Since AUs are dynamic processes, methods such as [19] employ LSTM to model local tem-
poral relations, but longer the video sequence, weaker the relationships between temporally
far apart frames. To obtain AU event results, Ding et al. [12] proposed a method that extracts
unit-level features, predicts event-related scores and generates AU events via a series of post-
processing steps. In contrast, we propose EventFromer to model global temporal relations
among frames in a video sequence and detect AU events in a direct way.

Transformer [28] has attracted increasing research interest in computer vision tasks. Self-
attention mechanism as the core of transformer allows the model to aggregate information
from the whole input sequence with much less memory consumption and computing time
compared to RNNs. However, it is not until works [4, 30] succeeded that the architecture
has been proved effective and efficient in computer vision tasks. Our EventFormer makes
full use of the mechanism to model global temporal information.

3 EventFormer for AU Event Detection
3.1 Problem Definition
Given an input video sequence I = {It}T

t=1 with T frames recording facial actions, where
It is the t th frame in I. The annotations of I are composed of a set of ground-truth AU
events Φg = {φi = (sg

i ,e
g
i ,c

g
i )|0≤ sg

i < eg
i ≤ T , cg

i ∈ {1,2, . . . ,C}}M
i=1, where M is the number
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of ground-truth AU events in the video sequence I, C is the number of AU classes, and
sg

i , eg
i , cg

i are the start time, end time, and AU class label of AU events φi, respectively.
AU event detection aims to detect a set of events Φp = {ϕi = (sp

i ,e
p
i ,c

p
i )|0 ≤ sp

i < ep
i ≤ T ,

cp
i ∈ {1,2, . . . ,C}}N

i=1 which match Φg precisely and exhaustively. During training, the set
of ground-truth AU events Φg is used as supervision for detected events Φp, and during
inference, the Φp can be simply filtered as results.

3.2 Multiple Class-specific Sets Prediction
Due to AU co-occurrence relationships, AU events in different AU classes can have near-
identical or exactly identical temporal boundaries. Inspired by DETR [4] which views object
detection as a single set prediction problem, we view AU event detection as a multiple class-
specific sets prediction problem. Instead of predicting a class-agnostic set with events of all
classes, we predict multiple class-specific sets, each contains events for a specific AU class.

As noted above, AU event detection aims to detect class-specific sets of AU events,
Φp = {ϕi = (sp

i ,e
p
i ,c

p
i )}N

i=1, from I. If we bind AU class labels to events and search for a
permutation of Φp to match Φg directly, some class mismatches caused by the multi-label
property of AU event detection are hard to solve. For example, events with identical temporal
boundaries but different AU labels in Φg can match with any permutation of the correspond-
ing detected events in Φp during training, which causes unstable training and makes the class
labels hard to learn. To alleviate the instability issue, we split Φg into C disjoint class-specific
sets {Φc

g}C
c=1 such that Φg =

⋃C
c=1 Φc

g, where Φc
g = {φ c

i = (sg
i ,e

g
i ,c

g
i )|∀φi s.t. cg

i = c}Nc
i=1, and

Nc is the number of ground-truth events belonging to class c. In this way, the problem turns
into predicting several class-specific sets Φc

p, (Φp =
⋃C

c=1 Φc
p), one for each AU class, i.e. a

multiple class-specific sets prediction problem.
For the implementation of EventFormer, assuming N0 is a number larger than any Nc, we

pad Φc
g with ∅ (no event) to make the set Φ̃c

g = {φ̃ c
i = (sg

i ,e
g
i ,v

g
i )}

N0
i=1 with a fixed number of

events, where vg
i ∈ {0,1}, vg

i = 0 represents φ̃ c
i is not a valid event, i.e. ∅ for padding, and

vg
i = 1 represents φ̃ c

i is a valid event. We denote Φ̃c
p = {ϕ̃c

i = (sp
i ,e

p
i ,v

p
i )}

N0
i=1 as the set of N0

detected events for class c, called Event Set c. EventFormer takes a video sequence I and
a union of C Query Sets Φq =

⋃C
c=1 Φc

q as inputs, and outputs a union of C corresponding
Event Sets Φ̃p =

⋃C
c=1 Φ̃c

p.

3.3 EventFormer Architecture
As shown in Fig. 2, our EventFormer mainly consists of three parts.
AU Feature Encoder Compared to coarse-grained body actions, AUs only cause subtle
appearance changes on several local facial regions, which puts high demands on the dis-
criminability of frame embeddings. Thus, we design a region-aware AU feature encoder
to extract local features for each AU separately to preserve more detailed information. Each
frame It ∈R3×H×W in I is fed to a backbone network to extract Fglobal ∈Rd×H0×W0 as global
feature. And C spatial attention layers [35] are applied to the global feature to extract local
features f local ∈ Rd for each AU. Then, the concatenated local features F local ∈ R(d×C) are
mapped to Et ∈ Rdm via a linear layer as frame embedding for It .
Event Transformer Encoder-decoder Module We start from the original transformer
encoder-decoder architecture [28] and design an event transformer encoder-decoder mod-
ule specially for AU event detection. Our event transformer encoder-decoder consists of
L encoder layers and L decoder layers. To ensure a stable training period, LayerNorm [1]
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is applied before Multi-head Attention and Multi-layer Perceptron, according to [31]. To
maintain positional information in time dimension, positional encoding is employed to gen-
erate positional embeddings P = {Pt}T

t=1 ∈ RT×dm , corresponding to frame embeddings
E = {Et}T

t=1 ∈ RT×dm . The transformer encoder takes the concatenated frame embeddings
and positional embeddings, i.e. video embedding, as input and outputs refined frame embed-
dings by enabling interaction among frames via self-attention mechanism. Event transformer
decoder takes event queries Q ∈ R(CN0)×dm as input, which can be regarded as the union of
C Query Sets, Φq =

⋃C
c=1 Φc

q, where Φc
q = {qc

i }
N0
i=1. Each query qc

i ∈ Rdm is a learned po-
sitional embedding, which differs from each other. Queries first interact with each other
through self-attention to alleviate event redundancy, and then interact with the encoder out-
put, i.e. the refined frame embeddings as keys and values, to aggregate frame embeddings
relative to each potential event as event embeddings D ∈ R(CN0)×dm .

Classification and Regression Branches The output event embeddings D of the event
transformer encoder-decoder module are further fed into classification branch and regression
branch separately. For each feature vector di ∈ Rdm in D representing a potential event ϕi,
the regression branch aims to estimate the start time si and duration li of the event, and
ei = min(T,si + li). The classification branch aims to estimate a one-hot vector p̂i ∈ R2 that
denotes the probabilities of the value of vi. We use a linear layer to output the classification
probability p̂i and two linear layers to regress si and li. After that, by reorganizing events in
order, Φ̃p =

⋃C
c=1 Φ̃c

p is obtained.

4 Training and Inference of EventFormer
To train EventFormer, a multiple class-specific sets matching cost is introduced for class-
specific bipartite matching between each pair of Φ̃c

g and Φ̃c
p. After the matching for each AU

class, a multiple class-specific sets prediction loss can be computed for back-propagation.

4.1 Multiple Class-specific Sets Matching Cost
Due to the disorder of events in one set, the loss function designed for multiple class-specific
sets prediction should be invariant by a permutation of the detected events with identical
class labels, i.e. in one Event Set. We apply a loss based on Hungarian algorithm [18], to find
a bipartite matching between ground-truth events and detected ones for each class.

A permutation of N0 elements σ ∈ ΩN0 is searched by finding a bipartite matching be-
tween Φ̃c

g and Φ̃c
p for each class that minimizes the total matching cost, as shown in Eq. 1:

σ̂ = argminσ∈ΩN0
∑

N0
i=1Lmatch(φ̃

c
i , ϕ̃

c
σ(i)), (1)

where Lmatch(φ̃
c
i , ϕ̃

c
σ(i) f ) is a pair-wise matching cost between ground-truth φ̃ c

i and a detected
event ϕ̃c

σ(i) with matching index σ(i). The loss function of matching is designed to minimize
the distance between matched pairs and maximize the validity of matched events at the same
time. We define Lmatch(φ̃

c
i , ϕ̃

c
σ(i)) as

1{vg
i =1}

(
λboundLbound(φ̃

c
i , ϕ̃

c
σ(i))−λvalid p̂c

σ(i)[v
g
i ]
)
, (2)

where p̂c
σ(i) ∈ R2 denotes the probabilities of the value of vp

σ(i) indicating whether ϕ̃c
σ(i)

is a valid event, i.e. the probabilities of vp
σ(i) ∈ [0,1], p̂c

σ(i)[v
g
i ] denotes the probability of
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vp
σ(i) = vg

i , and λbound and λvalid are for balancing. The boundary loss Lbound measures the
similarity between a pair of matched ground-truth event and detected event. L1 loss measures
the numerical difference of the regression results, and tIoU loss measures the overlapping
area ratio of matched pairs. Both of them are used, considering pairs of ground-truth event
and detected event may have a minor difference in terms of L1 but a huge difference in terms
of tIoU. Thus, a linear combination of tIoU loss (Eq. 3) and L1 loss is used as our boundary
loss Lbound, as shown in Eq. 4.

T∩ = max(0,min(e1,e2)−max(s1,s2)),

LtIoU((s1,e1),(s2,e2)) =
T∩

(e1 − s1)+(e2 − s2)+T∩
.

(3)

Lbound(φ̃
c
i , ϕ̃

c
σ(i)) = λtIoULtIoU((s

g
i ,e

g
i ),(s

p
σ(i),e

p
σ(i)))

+λL1(∥sg
i − sp

σ(i)∥+∥eg
i − ep

σ(i)∥),
(4)

where λtIoU and λL1 are for balancing.

4.2 Multiple Class-specific Sets Prediction Loss
After finding a bipartite matching minimizing the matching cost, the loss function can be
computed. A combination of Lbound and Lclass (Eq. 5) forms the event detection loss L, as
shown in Eq. 6.

Lclass(pc
i , p̂c

σ(i)) =−∑v∈(0,1) pc
i (v) log(p̂c

σ(i)(v)). (5)

L= ∑
C
c=1 ∑

N0
i=1(1{vg

i =1}Lbound(φ̃
c
i , ϕ̃

c
σ(i))+λclassLclass(pc

i , p̂c
σ(i))), (6)

where pc
i ∈ R2 is the one-hot encoding of vg

i for φ̃ c
i , and λclass is for balancing. It is worth

mentioning that all the detected events are involved in the calculation of Lclass, but only the
matched events in Event Sets are involved in the calculation of Lbound.

In the inference stage, bipartite matching is disabled. By given a threshold τ , we can
simply filter out events with p̂i lower than the threshold and preserve more valid events. For
each Event Set c, each preserved event ϕ̃c

i is assigned with an AU class label c to form one
final detected event ϕi = (sp

i ,e
p
i ,c

p
i ) with cp

i = c in Φp. In this way, the set of final AU events
Φp can be easily obtained.

5 Experiments
5.1 Experimental Settings
Datasets & Metrics Extensive experiments are conducted on a commonly used benchmark
dataset, BP4D [33]. In BP4D, 328 videos of 41 participants are taken, including 23 women
and 18 men. Each frame is annotated by certificated FACS coders with binary AU occurrence
labels. We consider 12 emotion-related AUs on BP4D. To construct the training data, we use
a sliding window with length T to truncate all the videos into several equal length video
sequences, and there is an overlap of T/2. Based on binary AU occurrence labels, ground-
truth AU events Φg are obtained for each video sequence. Following the common protocol
mentioned in [34], subject-exclusive 3-fold cross-validation is conducted for all experiments.

Considering that AU event detection shares some similarities with temporal action de-
tection [20], we select several suitable metrics for AU event detection drawing on those used
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Backbone Scheme mAP@0.3 mAP@0.4 mAP@0.5 mAP@0.6 mAP@0.7 AR@10 AR@50 AR@100 AUC

RN18
Frame2Event [36] 10.03 8.97 8.07 7.17 6.22 3.83 24.15 60.15 27.34

Unit2Event [7] 22.09 19.52 16.71 14.53 12.54 48.22 73.83 74.51 68.17
EventFormer 33.82 29.09 24.34 20.29 16.39 51.46 62.27 68.34 60.06

RN34
Frame2Event [36] 14.33 12.20 10.53 8.80 7.23 3.93 18.58 41.37 20.09

Unit2Event [7] 24.04 21.18 18.15 15.84 13.77 49.09 73.79 75.85 68.49
EventFormer 36.92 32.06 26.87 22.37 18.18 52.83 64.95 69.62 62.12

RN50
Frame2Event [36] 16.56 14.32 12.50 10.63 8.88 4.16 18.94 40.36 20.30

Unit2Event [7] 24.40 22.01 19.36 17.03 14.67 50.24 73.46 76.15 68.24
EventFormer 41.41 35.79 30.10 25.00 20.32 53.59 66.72 72.31 63.76

Table 1: Comparison among schemes on BP4D in terms of mAP@tIoU, AR@AN, AUC.

in that task. The goal of AU event detection task is to detect AU events with not only high
precision but also acceptable recall. Thus, we consider Mean Average Precision(mAP) and
Average Recall with an average number of events (AR@AN) at different tIoU thresholds α .
α is set to [0.3 : 0.1 : 0.7] for mAP and [0.5 : 0.05 : 0.95] for AR@AN. We also report Area
under the AR vs. AN curve (AUC) for evaluation.

Implementation Details Facial images are aligned, cropped, and resized to 256× 256.
RN50 [16] without the last linear layer is used as backbone in AU feature encoder. Em-
pirically, we set local feature dimension d = 512, H0 = W0 = 16, embedding dimension
dm = 256, and the number of encoder/decoder layers L is set to 6. Other hyper-parameters
λbound, λvalid, λtIoU , λL1 and λclass are set to 5, 1, 2, 5, 1, respectively. The number of
queries N0 in each Query Set is set to 100, and τ is set to 0.5. We train EventFormer with
AdamW [21] optimizer setting transformer’s learning rate to 10−4, AU feature encoder’s
learning rate to 10−5, and weight decay to 10−4. Batch size is set to 8 and the number of
training epochs is set to 100. All models are trained on two NVIDIA Tesla V100 GPUs.

5.2 Comparison among Schemes
We classify AU event detection schemes into three categories, which use frame-level
(Frame2Event), unit-level (Unit2Event), and video-level (Video2Event) results to detect AU
events respectively. To demonstrate the effectiveness of EventFormer (Video2Event), two
methods following other schemes are selected for comparison. For a fair comparison, all
methods apply the same AU feature encoder pre-trained using AU occurrence labels.

Comparison to Frame2Event Frame2Event scheme collects frame-level AU results and
converts them to AU events through postprocessing such as Temporal Actionness Grouping
(TAG) [36], which involves two hyper-parameters, water level γ and union threshold τ . We
use the same AU feature encoder and an MLP as classifier to obtain frame-level AU results.
Based on the predicted AU occurrence probabilities, candidate events are generated under
several combinations of γ and τ . Specifically, we sample γ and τ within the range of 0.5 and
0.95 with a step of 0.05. The confidence score of each candidate event (s,e,c) is computed
by averaging the probabilities of class c within segment (s,e). Soft-NMS [3] is employed to
select N0 events for each class from the candidate events.

As shown in Table 1, EventFormer outperforms Frame2Event method by a large mar-
gin in terms of mAP given any tIoU threshold, regardless of what backbone is used. Espe-
cially, EventFormer achieves a performance gain of 24.85% in mAP@0.3 than Frame2Event
method using RN50 as backbone, which shows the superiority of EventFormer. We also no-
tice that Frame2Event method obtains a pretty low AR given a small AN, which is because
the prediction jitters due to the lack of a global view make it hard to use a set of fixed
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hyper-parameters to balance the trade-off between AP and AR. Such limitation reflects the
necessity of maintaining a global view and detecting events directly.

Hyper-parameters Values mAP@0.5 AUC

#Queries in Query Set
N0

10 31.78 34.77
50 31.33 45.77

100 30.03 62.32
200 25.04 63.68

Embedding Dimension
dm

128 30.22 59.65
256 30.03 62.32
512 24.82 61.20
1024 22.95 59.33

#Encoder/decoder layers
L

3 29.39 58.67
4 29.58 59.51
5 30.31 62.05
6 30.03 62.32

Table 2: Sensitivity to hyper-parameters.

Comparison to Unit2Event We choose
AUPro [7] on behalf of Unit2Event
scheme, which extracts unit-level features
and predicts event-related scores to gener-
ate AU events. AUPro estimates the start
and end probabilities, Ps and Pe, for each
time position exhaustively, and generates
an action completeness map Pc consisting
of the completeness score for any event
(s,e), and the final confidence score for an
event (s,e) is calculated as Ps(s)×Pe(e)×
Pc(s,e). Since the method only predicts
class-agnostic events, we simply make it
generates C sets of Ps, Pe, and Pc, one set for each class. We adopt Soft-NMS to select N0
events out of T 2 detected events for each class.

As shown in Table 1, EventFormer outperforms Unit2Event method with any backbone
in terms of mAP given any tIoU. Specifically, EventFormer achieves a performance gain of
17.01% in mAP@0.3 than Unit2Event method with RN50 as backbone. Since Unit2Event
method generates events exhaustively, it is supposed to obtain better results in terms of AR.
Although EventFormer performs a little bit worse than Unit2Event method in terms of AR
given a large AN, it outperforms it in AR@10 by 3.35%, which indicates that events gener-
ated by EventFormer are of better quality.

5.3 Sensitivity Analysis
Table 2 shows sensitivity analysis of hyper-parameters, including the number of queries in
Query Set N0, embedding dimension dm and the number of layers L of encoder and decoder.
As the number of queries in Query Set increases, mAP decreases while AUC increases, due
to the trade-off between mAP and AR. We notice that the mAP does not decrease a lot from
N0 = 10 to N0 = 100, and AUC increases much slower when N0 > 100. Thus, we choose
N0 = 100 for EventFormer. As for dm, AUC reaches its peak when we set dm to 256, while
at the same time, mAP is also around its best score. As for the number of layers L, we notice
that EventFormer achieves better performance with L increasing. For the balance between
computing complexity and model performance, we choose L = 6 for EventFormer.

5.4 Class-agnostic Set vs. Class-specific Sets
To show the superiority of viewing AU event detection as a multiple class-specific sets pre-
diction problem instead of a single class-agnostic set prediction problem, We implement a
class-agnostic version of EventFormer for comparison, which generates events with AU class
labels directly and applies bipartite matching once between the ground-truth events and de-
tected ones of all classes. From Fig. 3 we can see that the class-agnostic version obtains poor
results on AU2, AU15, AU23, and AU24, of which the mAP@0.5 and AR@100 are near
zero. The results variance among AU classes is huge for the class-agnostic version, while
the class-specific version achieves relatively balanced results. We attribute the superiority
to the binding between sets and AU classes, which is essential for stabilizing training and
alleviating the variance of the results among AU classes caused by data imbalance problem.
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Figure 3: A comparison between multiple class-specific sets prediction and single class-
agnostic set prediction.

5.5 Qualitative Results

Figure 4: Visualization of attention.

Visualization of Attention in Event-
Former To better understand how the at-
tention mechanism takes effect in Event-
Former, we visualize the attention weights
of the last layer of transformer decoder in
Fig. 4. The brightest parts of the atten-
tion show that the cross-attention of event
transformer decoder tends to focus on the
embeddings of frames where the states of
AUs change. The results also show that EventFormer could capture subtle and transient
appearance changes that occur in a very short duration (≤5 frames) and detect an event
successfully, as shown in Fig. 4(a).

Figure 5: Visualization of detected AU events.

Visualization of Detected AU Events
Fig. 5 shows AU events detected by
(a) Frame2Event method and (b) Event-
Former. AU events detected by Event-
Former are of better quality, while AU
events detected by Frame2Event method
contains several false positive events with
a very short duration. There is a false pos-
itive event of AU2 (Outer Brow Raiser) in
Fig 5(b), and the visualized frames corre-
sponding to this period show a process of
the subject opening her eyes, during which wrinkles appeared above her eyebrow, misleading
EventFormer to detect an AU2 event.

6 Conclusion

This paper focuses on making full use of global temporal information to directly detect AU
events from a whole video sequence, which are more practical and critical in some real-world
application scenarios. We propose EventFormer for AU event detection, which maintains a
temporal global view to alleviate discontinuous results. Future work will focus on high-level
emotion analysis based on AU events, such as detecting unnatural facial expressions.
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