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Abstract
The high biological properties and low energy consumption of Spiking Neural Net-

works (SNNs) have brought much attention in recent years. However, the converted
SNNs generally need large time steps to achieve satisfactory performance, which will
result in high inference latency and computational resources increase. In this work, we
propose a highly efficient and fast SNN for object detection. First, we build an initial
compact ANN by using quantization training method of convolution layer fold batch nor-
malization layer and neural network modification. Second, we theoretically analyze how
to obtain the low complexity SNN correctly. Then, we propose a scale-aware pseudo-
quantization scheme to guarantee the correctness of the compact ANN to SNN. Third,
we propose a continuous inference scheme by using a Feed-Forward Integrate-and-Fire
(FewdIF) neuron to realize high-speed object detection. Experimental results show that
our efficient SNN can achieve 118× speedup on GPU with only 1.5MB parameters for
object detection tasks. We further verify our SNN on FPGA platform and the proposed
model can achieve 800+FPS object detection with extremely low latency.

1 Introduction
Artificial Neural Networks (ANNs) have achieved great success in computer vision [19],
natural language processing[25] and other fields. However, the success of ANNs is also
accompanied by some serious concerns on their huge demand on computational resources
and power consumption. In contrast, the human brain can provide excellent cognitive abil-
ities with ultra-low natural power. Thus, many brain-inspired Spiking Neural Networks
(SNNs)[4, 28] are proposed to decrease computational resources and power consumption.
SNNs are viewed as the third generation of neural network models, using biologically-
realistic but simplified models of neurons to carry out computation. The event-driven mech-
anism in SNNs greatly avoids consuming excessive resources to a large extent[8]. SNNs are
suitable to be implemented on low-power mobile or edge devices [9, 13].
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Figure 1: Illustration of our method and the previous work for SNN object detection.
Previous work get the SNN model (39.2MB) by converting trained ANN with 32-bit
precision[8, 21] (ANN2SNN). It causes high latency and low FPS. Our method first ob-
tains an initial quantized ANN (QANN), and then obtains a model size of only 1.5MB SNN
with 4-bit precision by QANN2SNN conversion. FPS can be further increased using our pro-
posed SNN continuous inference. We deploy and implement 800+FPS detection on FPGA
using only 2.4W of power.

At present, direct training SNNs and ANN to SNN conversion are two ways to generate
SNN model. The SNN model obtained by direct training suffers unsatisfactory accuracy[26]
due to the use of surrogate gradient[23, 24, 28] to address the non-differentiable binary ac-
tivation function. The converted SNNs can obtain satisfactory performance, and we focus
on this kind of SNN model in this paper. However, to maintain decent model precision, the
converted SNNs generally need large time steps (such as work[8] taking thousands of time
steps in object detection), which result in high inference latency[12, 20, 26] and computa-
tional resources increase[20, 27]. Moreover, the converted SNNs still suffer large model size
due to the corresponding high complex ANNs. Fig. 1 illustrates the large SNN model of the
previous works[8, 21] need to accumulate many time steps to achieve decent performance,
which result in low FPS (Frames Per Second).

In this work, we propose a highly efficient and fast SNN for object detection. First, we
build an initial compact ANN by using quantization training method of convolution layer fold
batch normalization layer and neural network modification. Second, we theoretically analyze
how to obtain the low complexity SNN correctly by using conversion method. Meanwhile,
we propose a scale-aware pseudo-quantization scheme to guarantee the correctness of the
quantized ANN to SNN. Then we obtain a highly efficient low complexity SNN. Third, we
propose a continuous inference scheme to realize high-speed object detection. Specifically,
to support our continuous inference, we design a Feed-Forward Integrate-and-Fire (FewdIF)
neuron which is capable of accumulating history information.

To summarize, our main contributions are as follows:

• We propose a highly efficient and fast SNN for object detection. Specifically, we first
convert the quantized ANN to low complexity SNN, and then construct a continuous
inference scheme to realize high-speed object detection.

• In the SNN conversion, we first perform quantization training method of convolution
layer fold batch normalization layer and neural network modification. Then, we pro-
pose a scale-aware pseudo-quantization scheme to guarantee the correctness of the
quantized ANN to SNN.
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• In the inference stage, we propose a continuous inference scheme to realize high-speed
object detection by using our designed FewdIF neuron.

• Experimental results show that our efficient SNNs have few and low bit-width parame-
ters (1.5MB) and high-speed detection (GPU: FPS 177.5 vs 1.5[8]) on object detection
tasks. We further deploy the SNNs on FPGA and achieve 800+FPS detection with ex-
tremely low latency.

2 Related Work
ANN to SNN Conversion: The conversion of ANN to SNN is in burgeoning research.
Cao et al. [2] proposed a ANN to SNN conversion method that neglected bias and max-
pooling. In the next work, Rueckauer et al.[21] presented an implementation method of
batch normalization and spike max-pooling. Meanwhile, To get deeper SNNs. Diehl et al.[3]
proposed the data-based normalization to improve the performance in deep SNNs. Sengupta
et al.[22] expanded conversion methods to VGG and residual architectures. However, the
converted SNN requires massive time steps to reach competitive performance[20]. All of
them are complicated procedures vulnerable to high inference latency[17, 26]. To reduce
the time step, Park et al.[17] proposed a fast and energy-efficient information transmission
method with burst spikes and hybrid neural coding scheme in deep SNNs. Ding et al.[4]
presented Rate Norm Layer to replace the ReLU function, and obtain the scale through a
gradient-based algorithm. Nonetheless, most previous works have been limited to the image
classification task.

Object Detection for SNN: Kim et al.[8] have presented Spiking-YOLO, the first SNN
model that successfully performs object detection by achieving comparable results to those
of the original ANNs on non-trivial datasets, PASCAL VOC and MS COCO. However, it
suffers from high inference latency and computational resources increase[26]. Moreover,
the converted SNNs still suffer large model size due to the corresponding high complex
ANNs.

Model Compression: In the field of pruning neural networks, the pruning methods
[14, 29] usually compresses the model and accelerates the inference. In the field of of quan-
tization. Jacob et al.[6] propose a quantization scheme that relies only on integer arithmetic
to approximate the floating-point computations in a neural network.

There are no efforts to compress and accelerate SNNs on detection tasks. In this paper,
based on the existing work, we further design a highly efficient and fast SNN for object
detection.

3 Method
In this section, we will present how we implement the highly efficient and fast SNN from two
stages, generation and inference, respectively. Fig. 2 is the overview of the generation stage
and inference stage. The generation stage contains the quantization training of the initial
compact ANN (QANN) in Section 3.1 and the conversion of the quantized ANN to the low
complexity SNN (QANN2SNN) in Section 3.2. The inference stage includes Feed-Forward
Integrate-and-Fire (FewdIF) neurons and SNN continuous inference we proposed in Section
3.3.
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Figure 2: The Illustration for achieving super high FPS and low latency object detection
by using the proposed highly efficient SNN. There are two stages. In generation stage, we
build an initial compact quantized ANN (QANN) by using quantization training method of
convolution layer fold batch normalization layer and neural network modification. Then we
correctly convert the quantized ANN to SNN (QANN2SNN) by using our proposed scale-
aware pseudo-quantization scheme. Thus we get a highly efficient low complexity SNN. In
inference stage, replacing the original IF neurons with proposed FewdIF neurons can achieve
the proposed SNN continuous inference which can greatly improve FPS.

3.1 ANN Quantization

In this section, we focus on the preparing work for efficient SNN generation. We build an
initial compact ANN by using quantization training method of convolution layer fold batch
normalization layer and neural network modification.

Specifically, we reduce the bit-width of the ANN weights by using quantization. The
low bit-width compact ANNs can be correctly converted to SNN by using QANN2SNN
method in Section 3.2. This allows the weight bit-width of the converted SNN to be further
reduced as well. Considering that the performance of the converted SNN depends on its
initial ANN [16], we need to build an initial compact ANN that performs well and is suitable
for conversion to SNN.

We build the initial compact quantized ANN by using the training in the Fig. 3. It
is a training method adapted for QANN2SNN method. In particular, we generate initial
compact quantized ANN by using quantization training method of convolution layer fold
batch normalization layer and neural network modification. Noteworthy, to obtain better
ANN, we use training with simulated quantization [6, 10] as our method of quantization
training. What’s more, we train with Quantized ReLU (QReLU) instead of ReLU, which
not only completes the operation of quantizing activation values, but also reduces the time
steps of SNN [4]. For better SNN performance after conversion, we use down-sampling
convolution to replace max-pooling layer. The upsampling layer in ANN is replaced by
transpose convolution.

3.2 Quantized ANN to SNN

In order to avoid the bit-width rise of SNN weights after the conversion, we propose a
scale-aware pseudo-quantization scheme to guarantee the correctness of the quantized ANN
(QANN) to SNN. The conversion of QANN to SNN consists of the following three steps:
weight conversion, weight bit-width mapping and type conversion, and IF neuron adjust-

Citation
Citation
{Panchapakesan, Fang, and Li} 2022

Citation
Citation
{Jacob, Kligys, Chen, Zhu, Tang, Howard, Adam, and Kalenichenko} 2018

Citation
Citation
{Krishnamoorthi} 2018

Citation
Citation
{Ding, Yu, Tian, and Huang} 2021



STUDENT, PROF, COLLABORATOR: BMVC AUTHOR GUIDELINES 5

ment. To simplify the description, in this section, let Q(·) denotes the int8 quantization
function.

ANN to SNN: The similarity of Integrate-and-Fire (IF) neuron and ReLU activation
functions[21] is an important basis on which ANNs can be converted to SNNs. The principle
of ANN to SNN conversion is that the firing rates of spiking neuron rl

k(T ) should correlate
with the original ANN activations xl

k such that rl
k(T )→xl

k. The firing rate of each SNN neuron
as rl

k(T ) = Nl
k(T )/T , where Nl

k(T ) = ∑
T
t=1 Θl

t,k is the number of spikes generated in T time
steps, let’s Θl

t,k denotes a step function indicating the occurrence of a spike at time t. For
activation function mapping rl

k(T )→xl
k in ANN to SNN conversion, there has been a lot of

previous works[4, 8, 21] that describes this (Theory for Conversion from ANN to SNN) in
detail. The layer-to-layer relationship between the firing rates of IF neurons obtained through
a series of derivations and approximations is:

rl
k(T )≈ ∑

j
(wl

k, j · rl−1
j (T ))+bl

k. (1)

This relationship is very similar to the ANN’s layer-to-layer activation value relationship:

xl
k = ∑

j
(wl

k, j · xl−1
j )+bl

k. (2)

Weight conversion: From the above definition, it is clear that the firing rate of IF neu-
rons rl

k(T ) ∈ [0,1], we need to adjust the output range of ANNs ReLU activation function
to [0, 1][21]. Therefore, we achieve this adjustment by converting the parameters of the
ANNs. The well-known layer-wise parameter normalization (LayerNorm)[21] is a typical
parameters transformation method. Specifically, after the ANN model is trained, we need to
count the input tensor and output tensor of this layer. The maximum value of the input tensor
is Ml−1, the maximum value of the output tensor is Ml , and the normalized weight and bias
should be as follow:

ŵl
k, j =

wl
k, j ·Ml−1

Ml , b̂l
k =

bl
k

Ml . (3)

where wl
k, j represents weights, bl

k represents biases. After completing the above operations,
replace the ReLU activation function in the ANN with the IF neuron.

In order to get the SNNs with low bit-width parameters, let us introduce the equation for
quantized ANNs xl

k as shown in Eq. (4).

Q(xl
k) = f (

n

∑
j=0

(Q(wl
k, j) · xl−1

j )+Q(bl
k)). (4)

By using the previous ANN to SNN conversion method, some adjustments are made
to the Eq. (3). The maximum value of the input tensor after quantization is Q(Ml−1), the
maximum value of the output tensor after quantization is Q(Ml), and the normalized weights
and biases should be as follow:

ŵl
k, j =

Q(wl
k, j) ·Q(Ml−1)

Q(Ml)
, b̂l

k =
Q(bl

k)

Q(Ml)
. (5)

We find a problem encountered in converting the quantized ANN to SNN according to
Eq. (5). Specifically, the converted weights ŵl

k, j and biases b̂l
k are obtained by multiplying

corresponding int8 values according to Eq. (5). The bit-width of parameters is obviously
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(a) Train (b) Infer

Figure 3: Quantization training of initial compact ANN and Integer-arithmetic-only infer-
ence of the low complexity SNN.

increased, because two operations with high bit numbers require higher bits to store lossless
results.

Weight bit-width mapping and type conversion: To solve the above problems, we pro-
pose a scale-aware pseudo-quantization scheme to guarantee the correctness of the quantized
ANN to SNN. We divide them by the minimum interval of two numbers, and these parame-
ters can still be stored with int8 bit-width. Let U l

k(t) denote a transient membrane potential
increment of spiking neuron k in layer l, Our method uses Û l

k(t) instead of U l
k(t):

Û l
k(t) = ∑

j
(ŵl

k, j ·Sl ·Θl−1
t, j )+ b̂l

k ·Sl =U l
k(t) ·Sl , (6)

lets sl denotes the minimum of the absolute value of the difference between any of the weight
values in l layer. Where Sl represents Sl = 1/sl . Θl

t,k denotes the output of the spiking neuron
k at moment t. By type conversion we can get the integer Int(wk, j):

Int(wk, j) = Int(ŵl
k, j ·Sl). (7)

Int(wk, j) will be used in the inference. For the biases, according to Eq. (5), it is known
that the minimum interval of the bias is not necessarily the same as the minimum interval of
the weights. Therefore, for the biases, we use 32-bit floating point storage or direct rounding
to 32-bit int type. Although the biases are quantized as 32-bit values, they account for only
a tiny fraction of the parameters in a neural network [6].

IF neuron adjustment: According to the definition of spiking neuron output Θl
t, j, the

spiking neuron integrates inputs U l
k(t) until the membrane potential V l

k (t − 1) exceeds a
threshold Vk,th and a spike is generated. In the case of using our method, if we want to
ensure that the output of Θl

t, j is not affected by linear change Û l
k(t), we need to multiply Vk,th

also with the scale factor Sl :

Θ
l
t,k = Θ(V l

k (t −1)+
(Û l

k(t)−Sl ·Vk,th)

Sl
). (8)

After finishing these corrections, we successfully solve the problem of converting a low
bit-width ANN to a low bit-width SNN. Finally, we can use the SNN Integer-arithmetic-
only inference architecture shown in Fig. 3. Experimental results show that our efficient
SNNs with few and low bit-width parameters overcome high latency on object detection
tasks. Compared to previous methods, our SNN model with 4-bit parameters exceeds the
performance of previous methods using few time steps.

Citation
Citation
{Jacob, Kligys, Chen, Zhu, Tang, Howard, Adam, and Kalenichenko} 2018



STUDENT, PROF, COLLABORATOR: BMVC AUTHOR GUIDELINES 7

(a) SNN Inference (b) SNN Continuous Inference

Figure 4: Comparison of (a) SNN inference and (b) Continuous inference. With the same
number of spiking datas, more results are output using continuous inference.

3.3 SNN Continuous Inference

Most of the previous ANN to SNN works focus on single image tasks. Their SNN inference
[8, 21] is shown in Figure 4 (a). SNN inferring one frame result need to accumulate N frames
of spike data each time to correspond to the output one frame result as ANN. The neuronal
membrane potential of IF neuron is reset to 0 after every N time steps. Considering the
continuous scenario, we believe that such an inference approach does not make good use of
the spiking data. We propose a continuous inference scheme shown in Figure 4 (b). We do
not set the membrane potential to 0 in the continuous scenario. In this way, the first frame
of the SNN output needs the input of the spike frames from the first frame to Nth frame.
While the second only needs the input of new (N +1)th spike frame to predict a result. It is
different from the previous inference which needs the input of (N+1)th frame to 2Nth frame.
However, IF neurons use this method with severe performance degradation.

To solve the above problems, we propose Feed-Forward Integrate-and-Fire (FewdIF)
neurons to avoid excessive “excitation” and “inhibition” of IF neurons. The purpose of the
modifications is to limit the maximum and minimum accumulation of membrane potentials
to ensure that the previous frame may affect the input of the next frame, but not “overcall”.
The positive and negative boundary values of the two membrane potentials that a neuron’s
membrane potential can accumulate to at most is defined as follows:

MAX(V l
k (t))FewdIF = (Nmax ·Vk,th), (9)

MIN(V l
k (t))FewdIF = (Nmin ·Vk,th), (10)

where Nmax is the maximum scale factor and Nmin is the minimum scale factor of FewdIF
neuron. By using FewdIF neurons instead of IF neurons in an SNN, continuous inference
can be achieved with a single time step after the SNN has adapted to the scenario.

Experiments show that the SNN continuous inference only need one time step to predict.
Compared to the previous work on object detection [8], we significantly reduce the time
steps.
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4 Experiments

Since there are almost no researches in this area yet, we did our best to conduct the com-
parison with relevant experiments[1, 8, 12, 15]. In the Section 4.1, we set up a performance
comparison of two SNNs on object detection task to validate our low complexity SNN ob-
tained in Section 3.2. In the Section 4.2, we set up a comprehensive comparison of different
SNN inference methods to verify our FewdIF neuron and SNN continuous inference pro-
posed in Section 3.3. Section 4.3 shows the ultra-high power efficiency of our SNN on
FPGA.

We select some videos from the MOT challenge [11] as the validation dataset for our ex-
periments. The spike datasets involved in this work are spiking streams in continuous scenes,
which are captured using spiking cameras or by encoding the video with spike encoder [5, 8].

The detection results of our experiments are evaluated using mAP50(%). The experi-
ments are performed on Ubuntu system. Our simulation is based on the Pytorch framework
and we conducted all experiments on NVIDIA Tesla V100 32G GPUs.

4.1 Comparison of the Two SNNs

Since the previous method [8] is not open source, we use an improved version (high com-
plexity SNN (HC-SNN[8])) to represent it. The first experiment explores the performance
between high complexity SNN (39.2MB) and low complexity SNN (1.5MB). High com-
plexity SNN (HC-SNN[8]) uses 32-bit floating point precision to store the weights, which
is converted from high complexity ANN (HC-ANN[8]) by using ANN to SNN conversion
methods [4, 8, 12, 25]. HC-ANN[8] is trained according to the previous methods [8] [12]
etc. Its network architecture is similar to that of tiny-yolov3. Our low complexity SNN
(Ours) uses 4-bit integer precision to store the weights, which is converted from the initial
compact quantized ANN (QANN) by using our method in Section 3.1. We compare the size
of the input data at 640×384. Similarly we also compare in the cases of time steps T=64,
T=128, T=200 and T=256 respectively. The Table 1 shows the results when the input data
size is 640×384. In addition we tried to prune and directly quantize the HC-SNN[8] (QHC-
SNN) to reduce the bit-width of the weights, but there is a complete loss of performance.
We also performed ablation experiments, whether to use our proposed scale-aware pseudo-
quantization scheme(spqs) or not. The accuracy after compression by different methods is
shown in Fig. 5. We can summarize the following conclusions:

First, the results of HC-SNN[8] show that our HC-SNN[8] have good performance.
Compared to the previous method [8] which takes thousands of time steps, we need only 64
time steps for SNN object detection, even exceeding the performance of the original ANN in
some scenarios. Second, compared to the direct quantification scheme, the performance of
the low complexity SNN obtained by our method is much better than the QHC-SNN which
has the same model size. And after using our proposed scale-aware pseudo-quantization
scheme, the performance is almost lossless compared to the HC-SNN[8]. The results show
that the performance of our low complexity SNN is comparable to the initial compact quan-
tized ANN, and even better than QANN in some scenarios. By carefully comparing the
mAP50 in Table 1, we can find that our low complexity SNN can achieve very close perfor-
mance to HC-SNN[8] in all time step cases and all scenarios. However, our model size is
only 1/26 of the original model size. This is an important reason why we can deploy it to
FPGA.
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640×384 mAP50(%) ANN T=64 T=128 T=200 T=256

Model size 39.2MB 1.5MB 39.2MB 1.5MB 39.2MB 1.5MB 39.2MB 1.5MB 39.2MB 1.5MB

Scenarios HC-ANN QANN HC-SNN Ours HC-SNN Ours HC-SNN Ours HC-SNN Ours

ADL-Rundle-6 50.2 49.8 45.5 49.4 51.0 50.8 51.2 50.9 51.4 50.9
ADL-Rundle-6_gray 50.2 49.8 42.5 49.4 51.2 50.7 51.4 50.5 51.3 50.7

MOT-11 60.8 62.2 27.0 59.7 59.0 61.5 60.3 61.9 60.5 62.0
AVG_TownCentre 53.1 50.4 44.4 47.8 50.8 50.2 53.7 50.2 53.9 50.4

ADL-Rundle-8 43.3 40.9 37.9 37.0 44.0 38.4 44.0 38.4 44.4 38.5

Table 1: Comparison of the object detection performance(640×384 pixels mAP50) between
our low complexity SNN (Ours) and the high complexity SNN (HC-SNN[8]) in different
scenarios.

(a) Accuracy after compression by different methods (b) Performance of the two inference methods

Figure 5: (a): Comparison of direct quantize the HC-SNN[8] (QHC-SNN) and our methods
(w or w/o spqs). (b): Performance comparison of SNN-Inf-ST0 and SNN-C-Inf.

4.2 Comparison of Different Inference Methods

In this experiment, the input spiking data size is 640×384 and the default time steps is
T=200. Part of the experiment was tested on both SNN models (Ours and HC-SNN[8]).
Our experiment is set up with two types of inference. The first inference is the previous
method using SNN inference (SNN-Inf-ST0[2]) with IF neurons, the second is the proposed
SNN continuous inference (SNN-C-Inf).

Fig. 5 shows the performance comparison of SNN-Inf-ST0[2] method and SNN-C-Inf
method on our model. The experiment is to test the time consumed by using SNN inference
and SNN inference continuous inference on GPU (32-bit floating-point inference), compar-
ing the two methods running on the computer while outputting the same number of frames
results. After conducting multiple tests in various scenarios, the average FPS for the two in-
ference methods are as follows: SNN-C-INF: 177 and SNN-Inf-ST0[2]: 1.5. Our approach
has significant advantages, and at the same time our accuracy of SNN-C-INF inference can
be almost equal to that of the SNN-Inf-ST0[2].

4.3 Comparison of the Power Efficiency

To verify the performance of our highly efficient and fast SNN in the application, we deploy
it into FPGA. Most weights of the deployed SNN network are stored using 4-bit. To the best
of our knowledge, we are the first experiment to deploy a SNN for object detection to FPGA.
Thus, we compared it to previous work on implementing ANN on GPU[18] or FPGA[1, 15].
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Method Sim yolo v2[18] Tiny yolo v2[15] Tiny yolo v3[1] LeNet-SNN*[7] Ours

Platform GPU FPGA FPGA FPGA FPGA

Frequency 1 GHz 200 MHz 200 MHz 150 MHz 150 MHz
GOP 6.5 2.64 2.1 0.22 1.4

Weight bit 32 1 1 8 4
Activation bit 32 6 18 1 1

Image Size 256×256 256×256 256×256 10×28×28 256×256
FPS 232 176 219 164 681

Throughput(GOPS) 1512 464.7 460.8 36.08 954
Power(W) 170 8.7 4.81 4.6 2.437

Power efficiency(GOP/s/W) 8.89 53.29 95.8 7.84 391.46
Power efficiency(FPS/W) 1.365 20.23 45.53 35.65 279.44

Table 2: Comparison of the power efficiency of GPU or FPGA deployments.

We also compared it with LeNet-SNN[7] for classification tasks on FPGA. We set the input
image resolutions of 256×256. For method[7], their inference takes 10 time steps and the
input is a 28×28 MINST picture. We did not evaluate and compare performance due to
the different tasks of the comparison methods[1, 7, 15, 18]. We compared the throughput
(GOPS), power (W), and power efficiency (GOPS/W or FPS/W) of the devices. Table 4.3
shows the resources used and the power consumption achieved by each method. Experi-
mental results show that we only need 2.437W of power consumption to achieve a detection
speed of 681 FPS when the input image size is 256×256. There is a huge improvement in
power efficiency compared to the previous methods[1, 7, 15, 18]. If we set the input size as
224×224, experimental results show that the detection speed will even be increased to more
than 800FPS.

5 Conclusion

This paper is dedicated to the research of extremely efficient SNN to achieve super high-
speed inference. Specifically, we first generate an initial compact quantized ANN and con-
vert it to a low complexity SNN, and then construct a SNN continuous inference scheme to
realize high-speed object detection. Since there are almost no researches in these areas yet,
we did our best to conduct the comparison with relevant experiments[1, 2, 8, 15]. Our gen-
eration method compresses the model size 26× times and helps to restore model accuracy
to near-identical levels as the original[8] at the same time. In addition, our inference scheme
helps to improve the information utilization and inference speed of SNN. For the application,
we implement the first SNN for object detection on the FPGA platform. Beyond the object
detection task, the proposed methods are theoretically generalizable to other SNN tasks.
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