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Abstract

In this work, we present a novel Sports Ball Detection and Tracking (SBDT) method
that can be applied to various sports categories. Our approach is composed of (1) high-
resolution feature extraction, (2) position-aware model training, and (3) inference con-
sidering temporal consistency, all of which are put together as a new SBDT baseline.
Besides, to validate the wide-applicability of our approach, we compare our baseline
with 6 state-of-the-art SBDT methods on 5 datasets from different sports categories. We
achieve this by newly introducing two SBDT datasets, providing new ball annotations for
two datasets, and re-implementing all the methods to ease extensive comparison. Exper-
imental results demonstrate that our approach is substantially superior to existing meth-
ods on all the sports categories covered by the datasets. We believe our proposed method
can play as a Widely Applicable Strong Baseline (WASB) of SBDT, and our datasets
and codebase will promote future SBDT research. Datasets and codes are available at
https://github.com/nttcom/WASB-SBDT.

1 Introduction

Sports ball trajectory depicted in Figure | is an important statistic for analytics of various
sports such as badminton [83], baseball [74], basketball [24], golf [30], soccer [72, 78],
tennis [64], table tennis [18], and volleyball [15]. Several commercial systems like Hawk-
Eye'! and KINEXON? have already been successfully introduced to professional leagues, but
they usually require high-cost installation. Computer vision techniques can be an alternative
approach to obtain ball trajectories from easily available video data. However, this Sports
Ball Detection and Tracking (SBDT) task is challenging due to the small size of a sports ball,
its high speed, occlusion, blending in with surroundings, and camera motion [96].

This SBDT task can uniformly be defined through various ball-games. Therefore, wide
applicability is an important property to be equipped by good SBDT methods. However,
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Figure 1: Exemplar ball trajectories extracted from soccer, tennis, badminton, volleyball and
basketball videos, respectively. Best viewed in color.

while there are extensive literatures of SBDT methods proposed in the last two decades,
most of them cannot be directly applied to different domains, since they are tailor-made for
specific sports (e.g., badminton [9], baseball [74], basketball [5, 6, 7, 8, 11], golf [53, 54],
soccer [3, 4, 16, 17, 19, 20, 21, 31, 34, 36, 46, 47, 48, 52, 55, 56, 57, 60, 61, 62, 66, 67,
68, 73, 79, 93, 94, 95, 96, 98, 99, 100, 102, 111, 112], tennis [1, 2, 22, 28, 29, 38, 39, 43,
59, 64, 69, 77, 85, 86, 88, 89, 90, 97, 101, 103, 109, 110], table tennis [13, 18, 23, 26, 58,
104, 105, 106], volleyball [10, 12, 14, 15]). Recent approaches [32, 40, 42, 50, 75, 80] based
on Convolutional Neural Networks (CNNs) can potentially be used for different ball-games,
but unfortunately in their works evaluations are limited to almost one sports category.

Here we aim at building a new state-of-the-art (SOTA) SBDT method widely applicable
to various sports categories. To achieve this goal, we will make the following contributions:

* While current SOTAs [32, 40, 42, 50, 75, 80] successfully solve the SBDT task on
limited sports domains, we found that there is room for improvement with respect to
(1) high-resolution feature extraction, (2) model training being aware of tiny ball posi-
tion, and (3) inference which takes temporal consistency of ball position into account.
We propose a series of solutions to ameliorate these drawbacks of existing methods,
and put them together into a new SBDT approach.

* Different from the most SBDT works that evaluate their methods for almost one sports
category, we use 5 datasets from different sports categories (i.e., badminton, basket-
ball, soccer, tennis, volleyball) to compare our approach with 6 SOTA SBDT methods
[40, 50, 75, 80]. We establish this experimental protocol by introducing two novel
datasets, providing new manual annotations for two datasets, and re-implementing all
the existing methods. Experimental results demonstrate that our method substantially
outperforms all the SBDT methods on all the datasets used in our evaluation.

These contributions indicate that our proposed approach can play as a Widely Applicable
Strong Baseline (WASB) of SBDT. Also, we make datasets and codebases publicly available,
which we believe promotes future SBDT research.

2 Related Work

Roughly speaking, classical SBDT methods [2, 3, 4, 5, 6, 7, 8, 9, 10, 13, 18, 23, 31, 36,
38, 43, 47, 53, 54, 57, 62, 66, 73, 77, 79, 86, 88, 89, 90, 93, 94, 95, 96, 97, 100, 101, 102,
104, 109, 110, 111, 112] are based on tracking-by-detection paradigm: Ball candidates are
first detected from each video frame, then a true trajectory is recovered by associating the
candidates through time. The most typical ball candidate detector is a temporal background
subtraction. However, this approach can easily be contaminated by non-ball moving objects
like players, even though it requires careful tuning to the target domain.

Recent methods [25, 32, 35, 40, 41, 42, 50, 70, 75, 80, 81, 87] significantly ameliorate the
above issue by employing encoder-decoder CNN models. For example, DeepBall [40, 41]
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is composed of a variant of fully convolutional networks [51], in which intermediate multi-
scale features are fused in a decoder to extract high-resolution heatmaps representing ball
positions. BallSeg [80] is a modification of ICNet [108], so that two consecutive frames can
be fed into the model to capture ball dynamics. TrackNet and its variants [32, 50, 75] are
based on U-Net [71] architecture, following a multiple-in multiple-out (MIMO) design to
efficiently capture ball movement. Usually, training these models inevitably confronts high
foreground-background class imbalance, due to the small ball size appeared in sports videos.
Existing methods address this issue by adapting the focal loss * [49], the combo loss [76] or
hard negative mining technique [51]. Notice that in these recent methods, ball dynamics are
considered only within frames that are combined in the same batch.

We argue that, in recent methods described above, there is room for improvement with
respect to (1) high-resolution feature extraction, (2) model training being aware of tiny ball
position, and (3) inference which takes temporal consistency of ball position into account.
In the next section, we introduce solutions to improve these potential drawbacks.

3 Widely Applicable Strong Baseline (WASB)

Following the majority of the SBDT literature?, our goal is to detect a (x,y)-coordinate of
ball location from each image in a given video clip. Similar to the recent works [32, 40, 41,
50, 75, 80], we solve this problem by training a neural network that predicts heatmaps rep-
resenting ball positions in input images. At inference time, ball positions are determined by
post-processing the heatmaps. In the followings we detail our model, training and inference,
all of which are put together into our proposed Widely Applicable Strong Baseline (WASB)
for SBDT.

3.1 High-Resolution Feature Extraction Model

Here we build a model that can produce heatmaps of the same spatial resolution H x W with
an input tensor. Recent works [32, 40, 41, 50, 75, 80] demonstrate the importance of a high-
resolution and semantically-rich feature representation to precisely detect tiny sports balls.
In their methods, heatmaps are generated by combining highly-semantic but low-resolution
decoder outputs with intermediate features produced by encoders to complement their spatial
resolution. We argue that, however, this encoder-decoder architecture can be a drawback for
SBDT, since features to be combined lack one of the two required perspectives.

Based on this observation, in this work we
propose to employ a CNN module that can pro- j ﬁ [6 ﬁ [& 4j /\ ﬁ
duce semantically-rich representation without losing /
spatial resolution: Specifically, we adopt a high- ﬂ £ j ﬁﬁ
resolution feature extraction method proposed by a 1j /<\
series of HRNet works [82, 92]. HRNet consists of a N
stem block and multi-stage high-resolution modules
(HRMs), where in each new stage one high-to-low
resolution convolution block is incrementally added.
The information across resolutions is exchanged re-
peatedly, which allows us to obtain a highly-semantic

High-Resolution Modules (HRMs)

Figure 2: High-Resolution Modules
(HRMs) of our SBDT method.

3The WBCE loss proposed in [75] is equivalent to the focal loss.
4Some exceptional works like [107] define a ball position as a bounding box.
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{

H/4

(a) (b) ()

Figure 3: (a) In the original stem design of HRNet [82, 92], spatial resolution of an input
is reduced to one-fourth to be fed into HRMs. Alternatively, we propose to remove strides
from the stem so that the resolution of intermediate features to be higher, as shown in (b) and
(c). N is the number of frames. We use (c) by default based on the ablation result in §5.4.

representation while keeping spatial resolution. In this paper we instantiate our HRMs fol-
lowing the small HRNet design’ illustrated in Figure 2: There are 4 stages and each stage
consists of parallel sequences of residual blocks [27] followed by a multi-resolution fusion.

If we directly follow the HRNet [82, 92], the feature fed into HRMs is down-sized to
one-fourth by the stem block (¢f. Figure 3 (a)). To make the resolution of intermediate
representations higher, we propose to remove strides from the stem block and feed a tensor
with higher spatial resolution to the HRMs, which are illustrated in Figure 3 (b) and (c).
Notice that computational complexity increases when strides are removed. We specifically
adopt the model shown in Figure 3 (c) by default, since it achieves higher SBDT performance
with reasonable sacrifice of inference efficiency (cf. §5.4).

To capture temporal dynamics of fast-moving sports balls, we follow the MIMO design
like [50, 75]: N consecutive frames are concatenated along the channel dimension then the
resulting H x W x 3N tensor is fed into our model, which generates the corresponding N
heatmaps of the same spatial resolution with the input (i.e., H x W X N).

3.2 Position-Aware Model Training

To train SBDT models, we need to prepare ground truth (GT) maps from 2D ball posi-
tions, then optimize the model parameters by minimizing a loss between model predic-
tions and GT maps. Given a GT ball position p¢” € R? in an image, existing methods
[32, 40, 41, 50, 75, 80] generate a binary GT map y” based on the following Equation 1:

. 1 if —_poT|| < d olofofofo]o]o olofofofo]o]o

yi’)’": Hp.p I< e olo[1]1]1]o]0 0] 0 [om[om|om[0]0

0 otherwise, ol1]1]1]1]1]0 0fm1]1]1]m|0

o[1{1]1]{1|1]0 0foss{1{1]|1 o0

where y’;’” is the value of the GT map at lo- 0i1i141i11110 Qom 1Ll jeni0

. 5 . A 0(01|{1|1|0]|0 0| 0 |om[oss|or]| O [ O

cation p € R” and d is a distance threshold olofofofo]o]o olofofofo]o]o
set differently between methods. An exem- (a) (b)

plar binary GT map is illustrated in Figure

4 (). The focal loss [49] or the combo 10ss  Fjgure 4: An exemplar (a) binary ground-truth

[76] is used to train models, all of which (GT) map and (b) real-valued GT map.
only supports binary maps as GT. However,

we argue that resulting prediction of existing methods tends to be less sensitive to the exact
ball position, since the ball position is made obscure through the GT map generation process.

Shttps://github.com/HRNet /HRNet-Image-Classification
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To overcome this limitation, we propose a novel training scheme to make the resulting
model more aware of the exact ball position. Specifically, we first generate a real-valued GT
map y"*“ based on the following Equation 2:

GTH2

el {min(C-exp(";’z),l) if Ip—po7| <d o

P .
0 otherwise,

where yl’f“l is the value of the real-valued GT map at p, while C is determined so that the non-
zero minimum value is set to a pre-defined value c,;,. We illustrate an exemplar real-valued
GT map in Figure 4 (b). With this real-valued GT map, we optimize our model parameters
by minimizing the following quality focal loss [44, 45]:

L= ;[—m —oplP{ (1= p)log(1 — 6) + yplog oy } | 3)

op is the sigmoid output of the model prediction at p and B is a parameter to control the
down-weighting rate. Equation 3 is equivalent to the focal loss [49] if GT is binary.

Hard-to-Localize Sample Mining (HLSM). We
empirically found that applying this position-aware
GT map generation to all the training data does not
statistically improve the SBDT performance. Alter-
natively, we propose to apply the real-valued GT map
generation scheme only to hard-to-localize samples
through mining such hard examples during training.
The procedure is very simple: After each pre-defined
epoch, we perform inference (cf. §3.3) with the lat-
est model parameters over all the training sequences Figure 5: Exemplar hard-to-localize
to find images in which predicted ball positions are samples found in our HLSM. In (c)
far from GT positions. For all the found images, GT and (e), a green circle represents a
are generated with Equation 2, then the model is fur- GT while a red one is a prediction.
ther tuned in remaining epochs. We show 3 hard-to-

localize examples found in the above mining process in Figure 5 (a). Since their background
is noisy, our model trained with binary GT maps yields blurry heatmaps as shown in (b),
leading to incorrect localization or miss detection like (c). However, through further training
with real-valued GT maps, our model is able to generate clearer heatmaps as illustrated in
(d), which results in more precise localization as shown in (e).

~ 3 v
<

(e)

3.3 Inference

We first describe a baseline inference algorithm. Given a video clip that consists of 7 images,
N consecutive images are sampled in order with no overlaps (i.e., sampling step size is set
to N), and they are preprocessed into a tensor which is fed into our trained model to produce
N heatmaps. Each heatmap is binarized with a threshold 0.5 to find connected components
(i.e., blobs), and for each blob a candidate 2D ball position is estimated with its confidence.
In this baseline the ball position is computed as a geometric center and the confidence is
defined as a blob size. A ball position with the highest confidence is chosen as an inference
result for each image, while a ball is not detected if there is no blob found. In the followings
we introduce 3 simple techniques to improve this baseline inference:
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Ball Position as a Center of Heatmap (CoH). We found that heatmap values in a blob can
be clues to precisely estimate a ball position. We propose to compute a ball position as the
center of heatmap values, and define its confidence as a sum of heatmap values in the blob.

Online Tracking. Relying only on a detection confidence within an image could be error-
prone, especially when ball-like objects appear. We thus propose to introduce the idea of
online tracking to take both detection confidence and temporal consistency into account.
Specifically, for image at r + 1 we detect candidates using a generated heatmap, while we
also predict the ball position from tracked ball positions in the previous frames. Candidates
farther from the predicted ball position than a threshold are filtered out, then a candidate with
the highest confidence in the remaining candidates is selected as an inference result at 7 4 1.
Following the local motion model [109, 110], we compute a predicted ball position p at 7 + 1
as follows:

R a

Brit =P Vit S, Vi=P—Prita, a =P —2p1+Pia )
Notice that we exploit temporal information to just filter out inconsistent detection candi-
dates: Different from classical methods, we do not use filtering algorithms such as Kalman
filter [7, 13, 36, 38, 47, 66, 94, 95, 96, 97, 100, 101, 102, 104] and particle filter [3, 4, 23,
31, 88, 111, 112], since any performance improvement was not observed with them.

Oversampling. We also found that different MIMO sampling of the same image leads to
produce diverse detection candidates. In this work we propose to oversample the same im-
age in different MIMO combinations, then use all the resulting candidates in the following
selection step. In §5, we report the results in case the step size is set to 1. Notice that this
technique may slow down inference, which is also investigated in our experiments.

4 Dataset and Codebase

4.1 SBDT Datasets

To evaluate the wide-applicability of SBDT algorithms, in this work we use 5 SBDT datasets
from different sports categories, which are detailed in the followings. Among them, Bas-
ketball and Volleyball are newly introduced datasets for SBDT, while the ground truths of
Basketball and Soccer are newly annotated by us. Statistics are summarized in Table 1.

Soccer [19]. This dataset® was originally introduced for soccer ball and player tracking from
six synchronized videos, and has been used in some SBDT works [41, 42, 84]. Following
[41, 42], we use the first four video clips for training and the remaining two clips for testing.
However, we found that ball annotations provided in the original dataset are collapsed and
do not localize ball position correctly. Therefore, in this work we manually re-annotate ball
position to all the frames and use the resulting annotation for training and testing.

Tennis [32]. This dataset was introduced along with the TrackNet work [32], but was not
used in its experiment. Since there is no common usage for this dataset, we propose to use
all the clips included in the first 7 games as a training set, and the remainings as a testing set.
Badminton [75]. This dataset was introduced by the TrackNetV2 work [75]. Following the
dataset split defined by the authors, we use all the clips from 26 matches as a training set and
the remaining 3 matches as a testing set.

Shttps://pspagnolo. jimdofree.com/download/
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Train Test
‘ resolution ‘ FPS ‘ games clips frames  disp.[pixel] | games clips frames disp.
Soccer [19] 1920 x 1080 | 25 1 4 11994  10.4+£10.0 1 2 5999  15.7+13.0
Tennis [32] 1280 x 720 30 7 65 14160 15.3+£13.0 3 30 5675 13.6£10.2
Badminton [75] | 1280 x 720 30 26 172 78558 11.8+12.2 3 29 12656  12.54+12.9
Volleyball 1280 x 720 | N/A 39 3493 143213 1444114 16 1337 54817 15.1+11.5
Basketball 1920 x 1080 | N/A 70 3392 244224 33.7+21.8 11 432 31104 3394214

Table 1: Summary of 5 SBDT datasets used in our evaluation. Among them, Volleyball and
Basketball are newly introduced in this work. Also, for Soccer and Basketball we provide
novel frame-wise manual annotations of 2D ball position. In this table, “resolution” repre-
sents the majority of image resolution in the dataset and “disp.” represents the average ball
displacement in pixel between consecutive frames. Notice that frame per second (FPS) of
Volleyball and Basketball are unknown (i.e., N/A), since they are not provided by adapted
image sequences.

Volleyball. We introduce this dataset for the first time in the SBDT literature, by adapting
video clips presented by [33] and the corresponding ball annotations provided by [63]. We
follow the manner of [33] to split this dataset into training and testing sets. Notice that in
3.7% (178 / 4,830) of video clips any ball does not appear.

Basketball. This dataset is also introduced for the first time in the SBDT literature. We adapt
the video clips provided by [91], but there is no public ball annotations for this. Therefore, we
manually annotated ball positions to 45% (81/181 games) of the whole video clips, resulting
in 275,328 annotated images composed of 3,824 video clips. Currently, this is the largest
SBDT dataset. Notice that the average ball displacement between consecutive frames is the
largest among the five datasets (¢f Table 1). Also, camera frequently moves and zooms in
rapidly to follow where play happens, which causes a complex ball trajectory in a video.

4.2 Codebase of Existing SBDT Methods

Most existing SBDT implementations have not been made public. While a few exceptions
exist’®, unfortunately they are strongly tied up with particular datasets, thus difficult to be ap-
plied to others. Therefore, here we re-implement state-of-the-art SBDT methods to perform
comparison on various SBDT datasets. In particular, we implemented DeepBall [40, 42],
BallSeg [80], TrackNetV2 [75] and MonoTrack [50]. For DeepBall, since its original
model is very small (< 0.1M parameters), we built a variant by simply increasing inter-
mediate feature dimension, which is called DeepBall-Large in the followings. Also, we
deployed an unpublished variant’ of TrackNetV2, where residual connection and transposed
convolution are additionally employed. We call this variant as ResTrackNetV2.

Notice that while we basically followed the settings proposed by authors, for some meth-
ods minor modifications were made for performance improvement. Due to the page limita-
tion, we provide a description of the implementation details in our supplementary material.

We report the performances of our SOTA re-implementations in Table 2. It shows that the
accuracy of our TrackNetV2 [75] implementation on the Badminton dataset is 85.6, while
Table IV in [75] shows that the original implementation scores 85.2, which indicates the

"https://nol.cs.nctu.edu.tw:234/open-source/TrackNetv2
8https://nol.cs.nctu.edu.tw:234/open-source/TrackNet
Shttps://github.com/Chang-Chia-Chi/TrackNet-Badminton-Tracking-tensorflow2
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Soccer Tennis Badminton Volleyball Basketball

#param. | FI1 Acc.t APt FPST | FI Acc. AP FPS | FI Acc. AP FPS| FI Acc. AP FPS| FI Acc. AP FPS
DeepBall [40, 41] 0.IM || 445 927 263 446 | 474 323 470 521|524 386 600 571|644 507 492 211 | 00 129 00 303
DeepBall-Large 1LOM || 449 895 340 420 |467 316 351 477|506 368 59.5 530|704 575 565 2001|572 475 366 309
BallSeg [80] 127M || 361 926 200 648 | 717 575 568 627|799 722 684 750|195 175 85 182|168 205 53 295
TrackNetV2 [75] 11.3M 86.6 97.7 77.2 66.0 894 814 806 553|905 856 836 770|836 738 723 176|788 693 646 28.0
ResTrackNetV2 12M || 846 974 755 562 | 903 828 817 59.0 894 840 822 713|842 747 747 286|779 682 660 382
MonoTrack [50] 2.9M 85.2 97.4 78.6 58.0 | 92.1 859 873 64.1 | 909 859 849 755|851 759 721 197|808 713 653 321
WASB (Ours, Step=3) ~ 1.5M H 883 979 836 557 ‘ 940 890 91.0 582 ‘ 91.6 870 885 704 ‘ 86.5 779 799 180 ‘ 806 713 715 302

WASB (Ours, Step=1) 1.5M 88.2 97.9 86.2 236 | 956 91.8 942 352|931 89.0 91.6 343|880 80.0 832 158|826 734 771 223

Table 2: Benchmark results of SBDT methods on 5 SBDT datasets. We set the distance
threshold 7 = 4 [pixel] to compute F1, Accuracy (Acc.) and Average Precision (AP), all of
which are shown as percentages. Red values are the best while green values are the second-
best among all the methods. Blue values are the best in existing methods.

correctness (or, superiority) of our TrackNetV2 implementation. Unfortunately, such a vali-
dation cannot be performed for the remaining five methods: The original DeepBall [41] was
evaluated on the Soccer dataset, but its original annotation is collapsed (cf. §4.1), which
makes the validation intractable. For BallSeg [80], neither its specific architecture is pre-
sented nor the benchmark is publicly available. The MonoTrack paper [50] does not explain
their experimental protocol at all, and the remaining two (DeepBall-Large and ResTrack-
Net) are simple extensions of existing methods proposed by us, which have no reference
implementations.

S EVALUATION

Here we report quantitative evaluations of our proposed method, WASB, using the datasets
and codebases established in §4. Due to the page limitation, qualitative results are presented
in our supplementary material.

5.1 Evaluation Metrics

We evaluate SBDT models using F1, Accuracy (Acc.) and Average Precision (AP). With a
distance threshold 7 [pixel], for each frame we calculate the distance between a predicted
ball position and a ground truth to classify the prediction into true positive, true negative,
false positive or false negative. F1 and Acc. can be directly computed with the results, while
AP is computed over all the positive results with prediction confidences.

5.2 Implementation Details

Following TrackNetV2 and its variants [50, 75], N (c¢f. §3.1) is set to 3 and each image is
resized to 288 x 512 to be fed into our model. We train our model from scratch with Adam
optimizer [37] for 30 epochs. The batch size is set to 8 for both training and testing. To
generate GT maps, d (cf. §3.2) is set to 2.5 while ¢, is set to 0.7. We run HLSM (cf. §3.2)
at the beginning of epoch 20, while we didn’t observe performance improvement with more
trials. We performed all the following experiments on an Ubuntu server with 4 V100 GPUs.
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Soccer i Volleyball Basketball

—— DeepBall
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Average Precision (AP)
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Figure 6: F1 (first row), Accuracy (second row) and Average Precision (third row) of SBDT
methods with different distance threshold 7 [pixel] on 5 SBDT datasets.

5.3 Main Results

Table 2 shows the benchmark results of SBDT methods on our datasets, using the fixed
distance threshold 7 =4 [pixel]. For our proposed WASB, we show the results where the step
size is set to 3 (i.e., no oversampling) and 1 (¢f: §3.3). We can clearly see that WASB results
dominate the best and the second-best SBDT performance over the most metrics in sports
categories covered by our datasets. Also, with respect to AP, our best models significantly
outperform the best existing methods by 7.8 ~16.8 %. Notice that WASB is not the fastest
among the methods. However, it can still be processed over 30 FPS on 4 out of 5 datasets,
which is reasonable efficiency for real-time inference.

Figure 6 shows F1, Accuracy and AP scores of SBDT methods with different distance
thresholds. Interestingly, the performances of DeepBall [40, 42] and BallSeg [80] heavily
depend on the dataset, while TrackNetV?2 [75], ResTrackNetV2 and MonoTrack [50] stably
yield good results through the datasets. Compared to these methods, WASB consistently
achieves higher performance with most of the threshold settings on all the sports categories,
which indicates the wide-applicability of our approach.

5.4 Ablation Studies

Table 3 shows the ablation results with respect to the model design discussed in §3.1. As
expected, removing strides can contribute to improving the model performance through the
datasets. Also as anticipated, removing strides from the stem seems to slow down inference.
However, the actual impact is not so severe, and in some cases (e.g., volleyball) we do not
observe the degradation of efficiency.

Table 4 represents the ablation results to evaluate the techniques introduced in §3.2 and
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Soccer Tennis Badminton Volleyball Basketball
#param. | FIT Acc.T APt FPST | Fl Acc. AP FPS | F1 Acc. AP FPS | Fl Acc. AP FPS | F1 Acc. AP FPS
Figure 3 (a) 1.5M 817 969 717 857 | 855 754 756 567|868 804 803 77.1|843 747 770 176|774 673 67.1 308
Figure 3 (b) 1.5M 86.4 976 790 767 | 919 854 867 603 |90.5 855 862 762|850 758 772 179|804 71.0 714 287
Figure 3 (c) 1.5M 883 979 836 557 | 940 89.0 910 582|916 870 885 704|865 779 799 180|806 713 7L5 302

Table 3: Ablations with respect to the model design (cf. §3.2). Notice that in all the cases
we do not adapt oversampling (cf. §3.3) for inference.

Soccer Tennis Badminton
HLSM (§3.2) CoH (§3.3) Online Tracking (§3.3) Step=1(§3.3) || FI+ Acc.t AP1 | Fl Acc. AP | F1 Acc. AP
( The best scores of existing methods (cf. Table 2)) || 852 977 786 | 921 859 873|909 859 849

873 977 80.1 | 93.1 88.1 885 |91.1 863 855
878 978 81.1 | 937 88.6 894|914 86.6 86.2
883 979 83.6 | 939 888 908 | 91.6 87.0 88.5
4 883 979 83.6 | 940 89.0 91.0 |91.6 87.0 885
v v 882 979 86.2 | 956 91.8 942 |93.1 89.0 91.6

ANANANIN

v
v
v

Table 4: Ablation results with respect to our proposed training (cf. §3.2) and inference (cf.
§3.3) schemes on the Soccer, Tennis and Badminton datasets.

§3.3. We can see that each technique complementarily ameliorate the SBDT performance
with a few exceptions (e.g., online tracking does not contribute on the Soccer and Badminton
datasets). Interestingly, even without any techniques, our method is superior to the best
of existing methods (c¢f. first row in Table 4). This indicates the superiority of our high-
resolution feature extraction model to existing approaches.

5.5 Limitation

As with the most of existing SBDT methods, our method, WASB, assumes a ball-game
video as an input, and predicts at most one ball location (i.e., a (x,y)-coordinate) for each
frame. Therefore, one apparent limitation is that WASB cannot be applied to sports in which
multiple balls are used simultaneously (e.g., billiards [65]). Our method can be applied to
videos both captured by fixed cameras and including camera motion, which is validated with
our Basketball dataset (cf. §4.1). While there are no theoretical limitations with respect to
frame resolution and frame rate, our validation is limited to standard frame resolutions (e.g.,
HD, FHD) and frame rates (e.g., 25-30 FPS).

6 CONCLUSION

In this paper we proposed a Widely Applicable Strong Baseline (WASB) for Sports Ball
Detection and Tracking (SBDT). Extensive experiments on 5 SBDT datasets from different
sports categories demonstrate that our WASB achieves substantially better performance than
6 state-of-the-art (SOTA) SBDT methods on all the datasets. We achieve this by introduc-
ing two novel SBDT datasets, providing two new manual annotations, and re-implementing
all the SOTA methods. In the future research, we explore to make our baseline more effi-
cient while keeping its performance. Extending SBDT datasets (e.g., dataset scale, sports
category) is also an interesting research direction.
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