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Abstract

This paper proposes a lightweight yet effective self-supervised depth completion net-
work trained on monocular videos and sparse raw LiDAR measurements only. Specifi-
cally, we utilize a multi-stage network architecture, which depends on cheap CNN layers.
We introduce a novel guided sparse convolution operator combining sparse and dense
data to extract depth features. To mitigate the impact of outliers commonly present in the
sparse raw LiDAR data, we adopt a distance-dependent outlier mask that incorporates
an elastic threshold mechanism to selectively discard such points. Our experimental re-
sults on the KITTI dataset show the favorable trade-off between accuracy and efficiency
achieved by our model, reaching state-of-the-art performance on self-supervised depth
estimation from few-beams LiDAR (4-beams), depth completion (64-beams) and a few
hundred depth points, using a fraction of the parameters. Our code will be available on
https://github.com/franky-ciomp/GSCNN/.

1 Introduction
Estimating the depth of a sensed scene is one of the tasks at the core of many high-level ap-
plications inherent to navigation and interaction with the surrounding environment. For this
purpose, several sensors hit the market in the last decade, capable of measuring the distances
at which objects are by emitting signals and deriving depth from their interaction with the
environment – e.g., based on the Time-of-Flight (ToF) of a laser impulse, as in the case of
LiDARs. Although accurate up to a hundred meters, these sensors provide only sparse depth
measurements, depending on the number of physical emitters they deploy and other tech-
nological factors, with a resolution dramatically lower than that of standard cameras. For
instance, the Velodyne HDL-64e sensor has been one of the most popular sensors in recent
years and emits up to 64 laser beams simultaneously, yet it only provides about 6% of the
number of pixels in a 0.3Mpx image [13]. Consequently, depth completion [40] emerged
as a vivid research trend, leveraging deep learning to obtain dense depth maps from sparse
LiDAR data and the guidance of a color image.
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Despite the accurate results achieved over the years [26, 30, 52], two main shortcomings
still limit the deployment of these approaches as a mature technology. On the one hand,
dense ground truth depth annotation is needed to train completion networks. To obtain such
data, manual labor [40] is necessary to aggregate several scans performed over time, possibly
by means of a high density LiDAR sensor. Self-supervised depth completion approaches
[6, 28, 46, 49] try to soften this constraint by learning from monocular videos and sparse
LiDAR how to infer dense depth maps. On the other hand, there is the much higher cost of
LiDAR sensors compared to conventional color cameras: indeed, this scales with the density
of measurements the sensor can deliver, with 64-beams LiDARs – and more recent, 128-
beams devices – costing tens of thousands of dollars. At the same time, cheaper solutions
characterized by much fewer emitters (e.g. 4-beams) exist, at the expense of making the
completion task even more challenging. On this track, estimating depth from few-beams
LiDAR data [10, 16], possibly in a self-supervised manner, represents the cheapest chance
to develop a framework capable of densifying sparse depth measurements and requiring
low-cost depth sensors to deploy it. Nonetheless, solutions proposed so far [10, 16] still
rely on very complex CNNs, counting tens of millions of parameters and thus putting some
constraints on the hardware capabilities required for deployment.

In this paper, we take a further step toward inexpensive solutions for densifying sparse
LiDAR data developing a lightweight yet effective self-supervised network for this task. Our
proposal involves the use of a multi-stage architecture that is designed to effectively utilize
the guidance provided by color images during the densification process. For this purpose,
we revise Sparsity-invariant CNNs [40] and introduce a novel layer called Guided Sparsity-
invariant CNNs, capable of effectively processing the contextual information provided by
dense guidance. Moreover, to further improve the accuracy of our model, we implement a
Distance-Dependent Outlier Mask, capable of mitigating the impact of outliers in the sparse
data on the resultant dense depth map.

The main contributions of our work can be summarized as follows:

• We propose a lightweight yet effective self-supervised network processing few-beams
LiDAR data and a single image. It counts as few as ∼600K parameters.

• At the core of our architecture, we propose a Guided Sparsity-invariant CNN block,
which can deal with sparse data to produce depth features under the guidance of dense
color images or depth maps.

• To cope with outliers in the sparse input data, we introduce a Distance-Dependent
Outlier Mask to mitigate the impact on the final predictions.

• We evaluate our framework processing data from cheap (4-beams) and expensive (64-
beams) LiDAR sensors, achieving state-of-the-art performance in the former case and
yielding results equivalent to existing models in the latter case, despite utilizing only
about 2% of the parameters required by those models.

2 Related Work
This section provides an overview of the literature that is pertinent to the task we face.

Supervised depth completion. Approaches for predicting depth out of a single image
include depth estimation and completion, with the latter being the most relevant to our work.
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Nonetheless, for these tasks, high-performance LiDAR sensors are used for annotating data
for both tasks in outdoor scenarios. Depth completion recovers dense depth maps from
sparse measurements and a high-resolution image. Uhrig et al. [40] propose a sparsity-
invariant convolution layer to consider the location of missing data while addressing data
sparsity within deep networks. The work by Ma et al. [27] represents the first attempt
to combine sparse depth and color images through an encoder-decoder CNN. Multi-stage
network architectures [9, 20, 23, 34, 41] are effective tools to fuse the multi-modal color and
depth data, while Spatial Propagation Networks (SPN) [3, 4, 26, 30] are popular approaches
for iterative depth refinement. Graph representations have been used [2, 48, 54] for better
modeling the relationships between sparse point clouds, while transformers [35, 52] have
been deployed to model long-range relationships.

Self-supervised depth estimation. In recent years, self-supervised monocular depth es-
timation has gained significant attention, with two primary training methods being explored
using either stereo images [12] or monocular videos [55]. Garg et al. [12] propose the first
framework that uses an image reconstruction loss on stereo images to train a monocular depth
model. In contrast, Zhou et al. [55] leverage a framework that jointly estimates depth and
pose by utilizing video sequences and a photometric loss at training time. Subsequent works
followed both paths [14, 15, 19, 21, 32, 33, 37, 53], significantly improving the accuracy of
self-supervised solutions and shrinking the gap with supervised ones.

Self-supervised depth completion. The popularity of self-supervised methodologies for
depth estimation has led to the emergence of several related studies in the depth completion
literature. Some of them [6, 28, 46, 49] construct depth prediction network by minimizing
the photometric error across monocular sequences, as well as minimizing the discrepancy
between the sparse inputs and the dense outputs. Ma et al. [28] proposed a self-supervised
training framework on sequences of color and sparse depth images with pose estimation
using the PnP method. Choi et al. [6] designed a self-supervised network leveraging sparsity-
invariant CNNs [40] to extract sparse depth features and pixel-adaptive convolutions to fuse
image and depth features for challenging indoor environments.

Self-supervised depth estimation with few-beams LiDAR. A very recent trend consists
of estimating dense depth from images and few-beams LiDAR sensors, e.g., 4-beams, in a
self-supervised manner, reducing deployment costs at the minimum. We position this task at
the intersection between self-supervised depth estimation and completion, given the minimal
impact of the few LiDAR scans available with respect to the usual standard 64-beams setup
for outdoor depth completion. LidarStereoNet [5] proposed a Lidar-stereo fusion network
in an unsupervised learning scheme. Feng et al. [10] proposed a representative solution in
this field using a two-stage network to infer dense depth maps. LidarTouch [1] explored self-
supervised depth estimation with few LiDAR data in multiple depth completion networks
and pose estimation methods.

Works approaching the last two tasks deploy complex architectures but often fail to ac-
count for outliers in the input raw LiDAR data. Purposely, we propose a lightweight network
capable of masking out such outliers and delivering accurate depth maps.

3 Method
The proposed self-supervised framework aims at predicting a dense depth map D̂ ∈RH×W×3

from monocular image I ∈ RH×W×3 and the sparse 4-beams LiDAR depth map S ∈ RH×W ,
which is aligned with I. We formulate this task as a self-supervised learning problem, obtain-
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Figure 1: Overview of our framework: A DepthNet processes a single image and cor-
responding LiDAR data to predict a dense depth map. A PoseNet estimates the camera
ego-motion from two images during training.

ing supervision from color images in a video and the very same input depth points. Figure 1
provides an overview of the architecture of our framework.

3.1 Self-Supervised Depth Estimation from few-beams LiDAR
We now introduce our framework for self-supervised completion, which consists of two main
networks to predict depth and ego-motion [55].

Lightweight Multi-stage DepthNet: The DepthNet takes a single image I, and the cor-
responding sparse depth map S as inputs to progressively recover a dense depth map D̂. It
follows a multi-stage design, common in literature [9, 18, 20, 23, 34, 38], consisting of one
image backbone and three cascade depth estimation networks. The former extracts multi-
scale color features through convolutions and downsampling operators, encoding semantics
and texture as guidance to recover dense depth. These features are then fed to the three cas-
cade Depth Estimation Blocks (DEB), namely DEB0, DEB1, DEB2, from left to right in Fig.
1, respectively. The three blocks are compact encoder-decoder networks, sharing the same
architecture for the decoder, processing sparse depth points at a quarter (S0), half (S1), and
full resolution (S2) respectively – with S0, S1 being downsampled from S2, i.e., S points on
the image plane – as well as color features. Each encoder relies on Guided Sparse Convolu-
tions – introduced in the remainder – having 32 output channels each. The decoders predict
outputs at the exact resolution as the original input to the specific DEB block, processing
image features from the image backbone. Residual connections [9, 17] integrate the results
by the three after upsampling to full resolution.

PoseNet: Inferring camera ego-motion is essential for learning depth estimation from
videos in a self-supervised manner. Thus, following [14], our PoseNet uses an ImageNet
pre-trained ResNet18, taking two stacked color images as input to infer their 6-DoF relative
pose. This network is needed at training time only.

3.2 Guided Sparsity-Invariant Convolution
Although most of the existing approaches [9, 18, 20, 23, 34, 38] rely on standard CNNs to
extract sparse depth features through dedicated branches, Uhrig et al. [40] demonstrated that
this approach is sub-optimal when dealing with highly-sparse data, and proposed Sparsity-
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Figure 2: Guided Sparsity-invariant CNN (GSCNN).

Figure 3: DEB encoder. Five GSCNN layers extract sparse depth features each with de-
creasing kernel sizes from 7×7 to 3×3.

invariant CNNs (SCNNs) to handle it better. However, SCNNs do not exploit any guide
from color images usually coupled with the sparse data we aim at densifying, a powerful cue
seldom ignored when available [9, 18, 20, 23, 34, 38]. To overcome this lack of the original
SCNNs, we revise it to exploit additional dense guidance, as shown in Fig. 2.

Specifically, we propose Guided Sparsity-Invariant CNNs (GSCNNs) to overcome one
main limitation of SCNNs, which struggle to recover sharp object boundaries due to the lack
of awareness of semantic and dense structural cues that are available on RGB images instead.
For this purpose, we introduce dense guidance d as an additional input to SCNNs, which will
guide the propagation process of sparse data s within the network. The dense guidance can
be color image, depth maps, or multi-channel depth features, and the input sparse feature can
be LiDAR data or multi-channel depth features. A standard convolution operator processes
these features, then multiplied to sparse features processed according to the standard SCNN
design – i.e., a binary validity mask m is used to identify the meaningful features of the
sparse data from those extracted out of invalid inputs – and then a final convolution produces
the enhanced, sparse features output of the GSCNN layer.

This revised design keeps the merits of SCNNs to deal with sparse data s more effectively
than CNNs while complementing its lack of semantic knowledge with the dense guide d.
GSCNNs can be formalized as follows:
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fi(d,s,m) = ∑
j∈Ω(i)

w3
j [( ∑

j∈Ω(i)
w2

jd j)(
∑ j∈Ω(i) m j s j w1

j

∑ j∈Ω(i) m j + ε
+b)] (1)

with Ω(i) being the convolution window centered in i, w1,b weights and bias already
present in standard SCNNs and w2,w3 the additional weights used to process d.

We use GSCNNs to extract sparse depth features in DEB encoders. For DEB0, we stack
five GSCNN layers, as shown in Fig. 3, using the color image as guidance alone. In DEB1
and DEB2, we use GSCNN layer in the first layer only, this time guided by dense output
predicted by the previous DEB block, i.e. DEB0 and DEB1 for the two, respectively.

3.3 Loss function
Following the literature [6, 10, 45, 47], our model is trained using three loss terms that are
optimized jointly:

Ltotal = αLph +βLsm + γLsd (2)

with Lph,Lsm,Lsd denoting the photometric consistency, smoothness, and sparse depth
consistency losses, weighted by α , β and γ , respectively. Following [14], we compute these
terms on intermediate depth predictions, i.e., on the output of each DEB block upsampled to
the original input resolution.

Photometric Consistency Loss. Given the camera intrinsic matrix K, we synthesize the
target image I′t by warping the source image Is according to the estimated depth and relative
poses. As in [12, 14], we evaluate the pixel-level similarity between I′t and the real target
image It using a combination of an L1 pixel-wise loss term and the Structural Similarity
(SSIM) [44] term:

Lph(It , I′t ) = α
1−SSIM(It , I′t )

2
+(1−α) ∥ It − I′t ∥, (3)

We adopt auto-masking [14] to filter out static pixels and the occluded region.
Smoothness Loss. We enforce a smoothness constraint on the dense depth maps by

utilizing texture information from the input color image [14]:

Lsm = | ∂xd∗ |e−|∂xIt |+ | ∂yd∗ |e−|∂yIt |, (4)

with ∂x,∂y being gradients along x and y direction, and d∗ = d̂t/d̂t normalized inverse depth.
Sparse Depth Consistency Loss. We enforce consistency between densified and sparse

depth using the scale-invariant [8] depth loss:

Lsi =
1

2n2 ∑
i, j

(
(logyi − logy j)− (logy∗i − logy∗j)

)2 (5)

with y and y∗ being the predicted and input depth over the whole depth map space Ω,
respectively, and n the number of pixels.

The raw sparse depth data contains outliers primarily due to the displacement between
the LiDAR and the color camera. This misalignment causes the projection of some back-
ground points to overlap with foreground objects, as shown in Fig. 4. This fact would yield
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background points to emerge on the foreground objects in the predicted dense maps, causing
inaccuracy near the depth discontinuities.

To avoid this behavior, we design a Distance-Dependent Outlier Mask M by setting a
threshold σ on the discrepancy Dδ between prediction D̂ and sparse depth measurements S.
Such a threshold is dynamic, it varies in the different distance ranges over the sparse depth
domain Ω, since a relatively more significant error is tolerable when predicting a farther
depth value [11, 36].

Figure 4: Outliers on depth data.
Three images and corresponding Li-
DAR points, with overlapping back-
ground and foreground points.

To ease convergence, we empirically first set σ =
4.0 for the first 2 epochs:

M(x) =

{
1 if Dδ (x)< σ

0 otherwise.
(6)

Then, we set multiple thresholds σi according to
different depth ranges:

M(x) =



1 if Dδ (x)< σ1,∀ D̂(x)< 5
1 if Dδ (x)< σ2,∀ 5 ≤ D̂(x)< 10
1 if Dδ (x)< σ3,∀ 10 ≤ D̂(x)< 20
1 if Dδ (x)< σ4,∀ 20 ≤ D̂(x)< 30
1 if Dδ (x)< σ5,∀ 30 ≤ D̂(x)
0 otherwise.

(7)

with σ1,σ2,σ3,σ4,σ5 set to 0.2, 0.4, 0.8, 1.0, 2.0. We will analyze the effect of a fixed
threshold σ over the whole depth range in the ablation study.

The overall, sparse depth consistency loss Lsd is then defined as:

Lsd =ω ∑
x∈Ω

Lsi(M(D̂0(x),S(x)))+ω ∑
x∈Ω

Lsi(M(D̂1(x),S(x)))+ ∑
x∈Ω

Lsi(M(D̂2(x),S(x)))

(8)

with D̂0(x), D̂1(x), D̂2(x) being the predicted depth maps, S the sparse input depth, M an
outlier mask used to ignore them – described in the remainder – and ω a hyper-parameter to
control the impact of the loss on intermediate predictions. Specifically, we use a multi-stage
training scheme by setting ω = 1 for 10 epochs and then reducing it to 0.5 until convergence.

4 Experiments
We now introduce our experiments on two self-supervised tasks: 1) depth estimation from
few-beam LiDAR and 2) depth completion.

Dataset. We focus on self-supervised depth estimation with LiDAR data in the outdoor
environment. KITTI dataset [13] is popularly used in depth estimation. For what concerns
the few-beams LiDAR setting, we follow [10] and evaluate our method on the Eigen split
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Method Input Train Parameters The lower the better The higher the better
Abs Rel Sq Rel RMSE RMSE log δ1 δ2 δ3

(1) Dorn [11] M M+Sup 99M 0.099 0.593 3.714 0.161 0.897 0.966 0.986
BTS [22] M M+Sup 52M 0.091 0.555 4.033 0.174 0.904 0.967 0.984

(2) MonoDepth2 [14] M S 14M 0.109 0.873 4.960 0.209 0.864 0.948 0.975
MonoDepth2 [14] M M+S 14M 0.107 0.849 4.764 0.201 0.874 0.953 0.977

(3) LEGO [50] M M - 0.162 1.352 6.276 0.252 0.783 0.921 0.969
PackNet-SfM [15] M M >50M 0.111 0.785 4.601 0.189 0.878 0.960 0.982
MonoDepth2 [14] M M 14M 0.115 0.903 4.863 0.193 0.877 0.959 0.981

(4) Guizilini et al. [16] M+L M+L >50M 0.082 0.424 3.73 0.131 0.917 - -
FusionDepth[10] M+L M+L 26M 0.078 0.515 3.67 0.154 0.935 0.973 0.986
FusionDepth*[10] M+L M+L 26M 0.076 0.490 3.63 0.149 0.934 0.974 0.986
FusionDepth (Refined Depth)[10] M+L M+L >26M 0.074 0.423 3.61 0.150 0.936 0.973 0.986
Ours M+L M+L 628.53K 0.069 0.476 3.31 0.144 0.943 0.975 0.987

Table 1: Depth prediction on KITTI Eigen Split. All methods process 640×192 images.
M, S, and L respectively indicate Monocular, Stereo, and Sparse LiDAR data, with Sup
referring to supervised training with accurate ground truth. Results for existing methods are
directly taken from [10]. * means retrained by ourselves (with better results).

[7] of the KITTI original dataset[13] by uniformly sampling the sparse 4-beams data from
original 64-beams LiDAR data [10, 51]. Regarding the standard depth completion setting –
i.e., with 64-beams LiDAR – we test on the KITTI Depth Completion validation set [40].

Implementation Details. We use PyTorch [31] and train our model with a single NVIDIA
RTX 3090 GPU, implemented starting from [10] code base. The sparse depth is normalized
in the range [0,1] before being processed by our model, which predicts multi-scale dense dis-
parity maps, and then brings them back to the metric scale. All the parameters are optimized
using Adam (β1 = 0.9, β2 = 0.999). The learning rate is initialized to 0.004 and multiplied by
0.5 every 8 epochs. We set the weight decay factor to 0.0002, and the network is trained for
40 epochs using a batch size of 20 samples with input images downsampled to 640×192.

4.1 Depth Estimation from few-beams LiDAR

Following [10], we compare our model with methods representative of four main categories:
(1) supervised monocular networks [11, 22]; self-supervised monocular networks trained
on (2) stereo pairs [14, 24, 39] or (3) monocular videos [14, 42, 55]; (4) self-supervised
monocular methods from few-beams LiDAR[10, 16]. Table 1 collects the outcome of our
experiments. In the case of FusionDepth, the authors employed GDC (post-processing) re-
sults as a form of supervision, leading to further improvements in performance. However, it
is important to note that GDC requires additional parameters and computational resources.
To ensure a fairer comparison, we have deliberately chosen to adopt the FusionDepth results
without GDC and prioritize the evaluation of pure self-supervised models. Not surprisingly,
methods processing even the few depth points from 4-beams LiDARs notably outperform the
others. Among them, our model achieves the best results on the Eigen split, with extremely
few parameters.

Moreover, we evaluate the accuracy achieved by our model on another very-sparse set-
ting, i.e. by randomly sampling only a few hundred depth points from the sparse LiDAR
[10, 25, 28]. Table 2 (a) collects the outcome of this experiment. Even in this very chal-
lenging scenario, our model yields results close to existing methods while being much more
compact.
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Methods Params. Samples Abs. Rel. RMSE
Sparse-to-dense [28] 26.1M 100 0.074 4.11

FusionDepth [10] 26M 100 0.074 4.11
Ours 628.53K 100 0.072 4.13

Liao et al. [25] - 225 0.113 4.50
Sparse-to-dense [28] 26.1M 200 0.069 3.92

FusionDepth [10] 26M 200 0.069 3.92
Ours 628.53K 200 0.066 4.01

Methods Params. RMSE iRMSE iMAE
Sparse-to-dense [28] 26M 1342.33 4.28 1.64

DPP [49] ≈ 18.8M 1310.03 - -
VOICED [46] ≈ 6.4M 1230.85 3.84 1.29
SelfDeco [6] - 1212.89 3.54 1.29

FusionDepth [10] 26M 1193.92 3.39 1.28
Ours 628.53K 1234.75 3.25 1.29

(a) (b)
Table 2: Self-supervised depth estimation. Experiments with (a) randomly sampled Li-
DAR and (b) 64-beams LiDAR.

# DEB
blocks GFLOPs Params. FPS latency Abs Rel

2 44.3 335K 160.16 0.006s 0.072
3 46.8 468K 123.79 0.008s 0.069
4 47.5 475K 100.97 0.010s 0.075

Layers Params. Abs Rel Sq Rel RMSE
CNN 363.971K 0.072 0.463 3.450

SCNN 446.611K 0.070 0.450 3.466
GSCNN 628.531K 0.069 0.476 3.312

Methods Abs Rel Sq Rel RMSE
w/o mask 0.071 0.504 3.492
σ = 4.0 0.070 0.489 3.429
σ = 0.2 0.070 0.538 3.434

confidence 0.071 0.465 3.472
ours 0.069 0.476 3.312

(a) (b) (c)

Table 3: Ablation studies. (a) Comparison between models deploying different numbers
of DEBs. (b) Comparison between CNNs, SCNNs[40] and GSCNNs. (c) Comparison with
different masking techniques.

4.2 Depth Completion
Finally, we also evaluate our method when processing denser depth maps provided by a more
expensive HDL-64 LiDAR sensor – the one used by the standard KITTI depth completion
dataset, yet training in a self-supervised manner. The performance of our model and existing
self-supervised solutions on the KITTI completion validation set are reported in Table. 2 (b).
Despite the much fewer parameters, our lightweight network achieves results comparable
with those yielded by state-of-the-art models.

4.3 Ablation Study
We conclude with ablation studies to assess the effectiveness of the proposed modules,
DEBs, GSCNNs, and the outlier mask. All experiments are conducted with the few-beams
LiDAR setting on the Eigen split.

Cascade Depth Estimation Blocks. Our network progressively recovers dense depth
map block by block, with each DEB predicting a dense depth map. To better study the
effectiveness of this module, we conducted a study on the impact of the number of blocks re-
garding performance, speed, and computation cost, as presented in Table 3 (a). All the results
indicate that the models run on a single RTX 3090, with an input resolution of 1216×352.
Through experimentation with the number of DEBs ranging from 2 to 4, we observed that
increasing the number of blocks leads to higher computation costs without consistent perfor-
mance improvement beyond three blocks. Consequently, an architecture comprising three
cascade DEBs is the best suited for our purposes.

Guided Sparsity-Invariant Convolution. To validate the effectiveness of GSCNN, we
compared the performance of three different variants of our framework, obtained by using the
proposed GSCNNs, the original SCNNs, or the standard CNNs to build the DEB encoders.
From Table 3 (b), we can observe that using GSCNNs yields better results on two out of
three metrics compared to alternative methods, in particular in terms of RMSE, with only a
limited increase in the number of parameters.

To further validate this finding, we visualize the feature maps extracted from images and
sparse data in the last block and the predicted results by the three methods in Fig. 5 (a).
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(a) (b)
Figure 5: Ablation studies – qualitative results. (a) comparison between outputs by using,
from top to bottom, by GSCNNs, SCNNs, and CNNs. The top two inputs consist of image
and LiDAR data. The first four columns represent the extracted feature maps, while the
remaining columns display the predicted results. (b) depth maps predicted, from left to
right, without using any outlier mask, a fixed σ = 4.0 or 0.2, confidence predicted over the
input depth or our strategy.

Using GSCNNs (2nd row) allows for extracting much more detailed features, already allow-
ing for distinguishing foreground objects from the background and prediction with clearer
boundaries and details. In contrast, SCNNs and CNNs (3rd and 4th rows) extract features ex-
posing grid artifacts and scarce semantic information. Based on the above analysis, GSCNN
demonstrates superiority over SCNN and CNN in both quantitative and qualitative compar-
isons, despite having limited additional parameters.

Distance-Dependent Outlier Mask. To validate the effectiveness of the proposed out-
lier mask, we compare its performance with alternative approaches [29, 43] – by adding a
binary confidence layer in our model to identify the outlier in the sparse input – as well as
to the use of a fixed threshold σ for any depth range. Results are reported in Table 3 (c).
From it, we can notice that our strategy is the only one yielding consistent improvements on
any metric. Figure 5 (b) shows a qualitative comparison between the dense depth maps pre-
dicted according to the different strategies. The absence of any outlier mask (2nd column)
produces holes in the foreground objects, like using a fixed threshold σ = 4.0 (3rd column).
A stricter threshold equal to 0.2 (4th column) can alleviate this behaviour, yet without sig-
nificant improvements on the final accuracy according to Table 3 (b), while using confidence
still cannot prevent holes from appearing in the densified maps (5th column). Our strategy
(rightmost column) can remove holes and improve results quantitatively.

5 Conclusion
We have proposed a lightweight architecture for self-supervised depth estimation from sparse
depth points and color images. Thanks to the revised Guided Sparsity-Invariant CNNs de-
sign, our model can accomplish accurate predictions without the need for over-parametrized
layers. Moreover, the proposed Distance-Dependent Outlier Mask prevents outliers in the
sparse data from irremediably damaging the predicted dense depth map. Experimental re-
sults with multiple settings, i.e. 4-beams, 64-beams, and a few hundred depth points, LiDAR
data show that our model yields state-of-the-art accuracy with a minimal fraction of the pa-
rameters used by existing frameworks.
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Council (CSC).
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