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Abstract

With the increasing computational power of computing devices, the pre-training of
large deep-learning models has become prevalent. However, deploying such models on
edge devices with limited memory and computing power remains a significant challenge.
To address this issue, this study proposes a novel knowledge distillation approach called
Feature-level Relationship-based Knowledge Distillation (FLRKD). The proposed ap-
proach employs image quality similarity assessment to distill knowledge from a pre-
trained model into smaller models that are suitable for deployment on edge devices.
FLRKD utilizes peak signal-to-noise ratio (PSNR) and structural similarity (SSIM) be-
tween feature maps of different hidden layers as relational knowledge to enhance the
classification accuracy of student models. Moreover, the proposed approach includes
an effective loss function that accelerates the convergence of the knowledge distillation
algorithm. Additionally, a regressor is introduced to address the issue of inconsistent
feature map spatial size between teacher and student models in heterogeneous scenar-
ios. Comparative and ablation experiments demonstrate the superiority of FLRKD over
mainstream knowledge distillation methods in terms of higher classification accuracy
(up to 4%) and faster convergence rates. Notably, the proposed approach achieves signif-
icant improvement in classification accuracy (up to 3%) even in heterogeneous scenarios
compared to existing state-of-the-art methods.

1 Introduction

This paper introduces the concept of knowledge distillation (KD)[11], which transfers knowl-
edge from a large model to a smaller one to reduce the computational burden. KD can be di-
vided into three types: response-based, feature-based, and relationship-based. Relationship-
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Figure 1: Conceptual diagram of the FLRKD method. The PSNR matrix and the SSIM matrix rep-
resent the knowledge extracted from the pre-trained deep neural network, which are obtained by cal-
culating the peak sign-to-noise ratio and the SSIM between the feature maps of two different hidden
layers. The flow between two layers can be represented by the PSNR matrix and the SSIM matrix.
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based KD examines the relationships between different layers in the network and the in-
put/output data. Existing methods such as the FSP and graph-based methods have limita-
tions. This paper proposes a new method that incorporates the PSNR[30] and the SSIM[29]
as a measure of similarity between feature maps to generate a PSNR matrix and SSIM ma-
trix to represent the flow in the network inference process. The proposed approach aims to
introduce image quality similarity as a metric for similarity measurement in relationship-
based KD. This method can capture more complex feature relationships and may improve
knowledge transfer performance[9, 10, 11, 16, 17, 18, 19, 26, 31, 32, 34]. Considering
the significance of spatial structure information in the neural network training process[1], it
has been observed that existing relationship-based knowledge distillation algorithms, such
as FSP[32], solely focus on the correlation among points in different feature maps. Unfor-
tunately, they neglect the correlation of spatial structure information across different feature
maps. This limitation serves as the driving force behind the algorithm proposed in this re-
search paper. In terms of similarity metrics, it has been discovered that the combination of
PSNR and SSIM not only takes into account the correlation between points but also consid-
ers the variability in spatial structure information within feature maps[23]. Figure 1 shows a
conceptual diagram of our proposed refined knowledge transfer approach.
The main contributions of this paper are as follows:

1. We propose a new type of knowledge that is characterized by the PSNR matrix and
SSIM matrix computed between different channels in different hidden layers, which
has a better effect on guiding student model training than the knowledge used in the
current mainstream relationship-based knowledge distillation methods.

2. Employing the proposed refinement approach to obtain initial weights can effectively
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enhance the performance of compact neural networks, while also yielding a quicker
convergence rate.

3. Unlike other relationship-based knowledge distillation methods, our approach can also
be applied when the teacher and student models are heterogeneous. Even if the struc-
ture of the student model differs from that of the teacher model, our proposed method
can significantly improve the performance of the student model.

2 Related Work

This paper focuses on knowledge distillation methods, which aim to reduce the number
of deep network parameters while maintaining the original performance level. Knowledge
distillation is achieved by transferring knowledge from pre-trained large models to smaller
networks, and recently, relationship-based knowledge distillation methods have been intro-
duced, which use different techniques to model the relationships between data samples, such
as cross-sample similarity knowledge, and distillation loss of distance and angle. In recent
years, there have been emerging methodologies in the field that integrate quantization tech-
niques with knowledge distillation. Additionally, there are methods that focus on aligning
the encoder characteristics of the teacher-student network to facilitate effective knowledge
distillation. By leveraging the similarities in encoding mechanisms, these techniques en-
able efficient knowledge transfer. Furthermore, certain strategies aim to improve knowledge
distillation by discerning and addressing the discrepancies between deep and shallow task
differences within the network architecture. Moreover, there is ongoing research dedicated
to enhancing the performance of knowledge distillation by specifically targeting the improve-
ment of the logit, the pre-softmax output of the model[2, 4, 5, 6, 8§, 10, 11, 12, 15, 16, 19,
20, 22, 25, 26, 28, 32, 34, 35].

3 Method

The main basis of our proposed method is how to better define the knowledge information
of the teacher model and transfer the extracted knowledge to the student model. In this case,
the student model not only has excellent performance of the teacher model but also has fewer
parameters. This section is divided into four parts to illustrate our main concepts. Section
3.1 introduces the new types of flow and knowledge used in this work. Section 3.2 provides
a more objective description of the knowledge used in this paper through mathematical ex-
pressions. Based on the well-designed and refined knowledge, we define the loss function in
Section 3.3. Finally, Section 3.4 introduces the whole process of classroom student network
in this work.

3.1 Feature-level Relationship-based Knowledge

Response-based knowledge focuses on the output results of the softmax layer, which is
result-oriented. However, this approach overlooks the knowledge contained in the hidden
layer of the neural network. On the other hand, feature-based knowledge distillation meth-
ods imitate the intermediate results of the feature layer of the teacher network but fail to
consider the spatial relationship between shallow and deep layers. To address these issues,
we propose a knowledge distillation method based on the flow of problem-solving processes
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represented by PSNR and SSIM matrices between feature maps from different layers. Our
method avoids the problem of selecting effective feature maps and accurately represents the
hierarchical relationships in the model. We use PSNR and SSIM to measure the feature map
similarity, which is equivalent to measuring the similarity of characteristic distributions in an
RGB image. Our experimental results confirm the validity and feasibility of this approach.

3.2 Mathematical Expression of the Distilled Knowledge

The relationship between the two different hidden layer feature maps can be used to define
the flow of the solution process. In this case, the relationship between both of them is de-
scribed by the PSNR and SSIM. We construct the PSNR matrix and the SSIM matrix to
represent the flow of the solution process. The PSNR matrix P € R"™*" and the SSIM matrix
S € R™*" are generated by the feature of two layers.

3.2.1 PSNR and SSIM

The PSNR[30] is an extension of the Mean Square Error (MSE) in the image and is one of
the indicators used to measure image quality. More precisely, this parameter is the statistical
analysis of the grey value of the image pixels. For two different images Z and /C, both of
which have a size of m X n, their mean square error is expressed by the following formula:

1 m—1n—1
MSE = — Z Z K@) ()
PSNR is defined as:
MAX MAX
PSNR=10-1o —— | =20-1o R 2
210 (MSE> 210 <\/W> (2)

Where MSE is the mean square error of the current image Z and K, and MAX is the
maximum image pixel value. If each pixel is represented by an 8-bit integer, its value is 255.
The higher the PSNR[30] value, the lower the distortion.

PSNR[30] is a commonly used objective index for evaluating image quality, but it only
considers the error between corresponding pixels, which neglects the spatial information of
the image. Therefore, this study introduces SSIM as a full-reference image quality metric
that accounts for image brightness, contrast, and structure, and emphasizes the interdepen-
dence between adjacent pixels and object structure information.

Similarly, for the given two images Z and K, their SSIM is defined as the following
formula:

SSIM = [1(Z,K)]* [¢ (Z,K))P [s (Z,K)] 3)
2uzux +C
I{(ZK)= ———— 4
T k)= e @
_ 2070 +C
C(I,]C) = GITK—FC (5)
S$(T,K) = Oz +G (6)

070k +GC3
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Where [ (Z,K) represents the brightness of Z and I, ¢(Z, K) represents the contrast of
7T and K, s (Z,K) represents the structure of Z and X, « ,f ,y are the parameter adjustment
of SSIM, which is used to adjust the importance between the three modules, and all are non-
negative values. 7 and Ui respectively represent the mean values of images Z and C,o7 and
ox respectively represent the variances of images Z and C,07x represents the covariances
of images Z and K, and C;,C,C; are constants. The value of SSIM is in the range of 0 to 1.
The higher the value, the better the quality.

The constant Cj is to avoid the instability of the system when 7 + ;- tends to 0. In
particular, we set C| to (K;L), where L is the number of image gray levels, and for 8-bit
grayscale images, L equals 255 and K; < 1. Similarly, we set C to (K;L) and K < 1. To
simplify the calculation, we set all three hyperparameters of o ,8 ,y to 1, and let C3 = €.
Then, Then, we can get the simplified form of SSIM.

Quzik +Ci) 2oz +C)

SSIM =
(Mg + i +C1) (07 + 0 +C)

(7

3.2.2 PSNR Matrix and SSIM Matrix

First, we assume that there are M blocks in the teacher network and N blocks in the student
network. Arbitrarily select mutually exclusive blocks from the student network, and accord-
ingly, we also extract 1 (N < N < M) mutually exclusive blocks from the teacher network,
and the mapping relationship between the teacher network and the student network blocks
is established in accordance with 6 - |¥] (0 € R*,6 =1,2,---,n). Then the input fea-
ture maps F! | € RhXWX",FCil € Rt and the output feature maps F € R>W*¢ FS ¢
R wxd (‘where h, w, and a,b,c,d represent the height, width, and number of channels of
the feature map)of the blocks selected from the teacher-student network are extracted and
the PSNR/SSIM matrix is computed as follows:

MAX
FIS (aw)— FT/S

S,t,Q st J

Faspeta ;W) =10-logg(—————
hw &s=0 t=0’

) ®)
H

(W)

Suppesa W) = [1(ELS caw) B aw)) |

x [e (R aw) ELS ew))] ’ ©)

R

< [s (FL2 cow) LS w)) |

Where x and W represent input image and deep neural network weights, where a,c, T
are correspondences. b,d,S are correspondences. Where i and j are the index values of the
different channels that correspond to the feature maps of the two hidden layers. s and ¢ are
the line number and column number used to calibrate the specific position of the feature. In
particular, the selected location of the block of the student network is arbitrary, it is only nec-
essary to ensure that the block selection in the teacher network satisfies the above mapping
relationship. we select several different locations for the generation of the PSNR matrix and
the SSIM matrix. The specific process of the operation is shown in figure 2.
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Figure 2: Framework of our FLRKD algorithm when the ResNet structure is used in the teacher
and student networks. The teacher network and the student network can adopt a variety of network
architectures, provided that the size of the feature maps of the student network and the teacher network
are the same. (To ensure the same size of the two feature maps, a regression is introduced in this paper).
There are two stages to our proposed method. In stage 1, the student network is trained to minimize
the distance between the PSNR and SSIM matrices of the student and teacher networks. Then, the
pre-trained weights of the student deep neural network are used for the initial weight in stage 2. Stage
2 is the normal training procedure[32].
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3.3 Loss for the FLRKD

The above indicators all aim at transferring knowledge more effectively from the large pre-
trained teacher model to the small student model. To achieve this, we take the PSNR matrix
and the SSIM matrix proposed in section 3.2.2 as knowledge. This is the aforementioned
flow in the inference process of the network. It has been demonstrated the teacher network
has its corresponding PSNR matrix and SSIM matrix, and the student network also has its
corresponding PSNR matrix and SSIM matrix. As the network structure between the teacher
models and the student models may differ, the feature maps’ size may also be different,
which will lead to different spatial sizes of the PSNR matrix and the SSIM matrix generated
by the feature map. Therefore, we added a regressor after the hidden layer of the student
network for feature dimension enhancement to match the feature output of the hidden layer
of the teacher network.

The idea of the L7 function comes from the work of Romero et al.[22]. The calculation
of Lyt is shown as follow,

1
L:HT (WG,Wr) = 5 Hui (X;WH) — F(Vj (X;WG) ;Wr)H (10)

where u; and v; are the teacher/student deep nested functions up to their respective
teacher/student hidden layers with parameters Wy and W, r is the regressor function on
top of the guided layer with parameters W,.
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Lxgp is determined according to the knowledge distillation method used in the task,

EKD(WS):H(ytru67PS)+pH(P;7P§) (11)

where Pr = softmax(o;) where ar is the vector of teacher pre-softmax activation. Stu-
dent network output probability Ps = softmax(os), where oy is the student’s pre-softmax
output. The student network will be trained such that its output Ps is similar to the teacher’s
output Pr, as well as to the true labels y;,,.. Since Pr might be very close to the one hot code
representation of the sample’s true label, a relaxation T > 1 is introduced to soften the signal
arising from the output of the teacher net[11, 22].

Suppose that the PSNR matrix and the SSIM matrix of the teacher network are P! ,i =
1,..,n,8Ti=1,..,n, the corresponding PSNR matrix and the SSIM matrix of the student
network are Pis,i =1,..,m, $%,i=1,...,n. Through the function of the above regressors,
the hidden layer feature maps of the teacher network and the student network have the same
spatial size, so the PSNR matrix and the SSIM matrix of the teacher network and the student
network have the same spatial size. In this work, £, loss is used as the loss function of these
two sets of parameters, which can be expressed as follows,

Lpsyr (Wr, Ws) = ZZA x ||PF (s Wr) — P (x: Ws)] |, (12)

Lssi (Wr, Ws) = ZZ}L < ||ST (e Wr) = 83 (x: Ws) |, (13)

where A; and N are the weight and data points of each lost item. In this work, there is
no distinction between the importance of different point loss items, that is, all loss items are
equally important. Therefore, we use the same A; for all experiments.

4 Experiments

4.1 Same-Model Transfer

The dataset used in this study is CIFAR-100[14], which consists of 50,000 training im-
ages with 500 images per class and 10,000 test images. We conduct experiments on var-
ious student-teacher combinations with different capacities[14], such as ResNet[10], Wide
ResNet (WRN)[33], and VGG[24]. For comparison, we use the following models: KD[11],
FitNets[22], SP[28], RKD[19], PKT[21], FT[13], FSP[32], QuEST[12],SimKDI[5], TDD[25],
DKDI[35].

To evaluate the impact of the number of negatives on performance, we vary the value of
N and experiment with values of 64, 256, 1024, 4096, and 16384. Our results indicate that
larger values of N lead to improved performance, and we, therefore, adopt a value of 16384
as the default for reporting accuracy. The default value for the learning rate is 0.05, and we
set the learning rate decay rate to 0.1. Temperature values between 0.05 and 0.2 are found to
work well on CIFAR-100[14], and we use an equal weight of 1.0 for the cross-entropy loss
between logit and ground truth, as well as for the KD loss. In addition, we set the weight of
the PSNR and SSIM losses for the distillation loss to 0.8.

To carry out the experiments, we employ multiple GPUs, including four 1080Ti devices.
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Result Table 1 presents average accuracy results for knowledge distillation algorithms
on the CIFAR-100 dataset[ 14] using identical architectures for both teacher and student net-
works. In seven experiments, FLRKD demonstrated superior performance compared to most
state-of-the-art algorithms in two of them. When compared to all other relationship-based
knowledge distillation algorithms, all seven experiments achieved the optimal value. More-
over, in comparison to FSP[32], the accuracy witnessed a nearly 3% increase. Combining
PSNR and SSIM matrices enhanced the performance of knowledge distillation. As can be
seen from the penultimate third row of Table 1, FLRKD combined with KD demonstrated
superior performance compared to most state-of-the-art algorithms in three of them, while
the other four experiments did not reach optimal but nearly sub-optimal values. Although
FLRKD is not optimal for all knowledge distillation algorithms in a few cases, the starting
point of this work is to propose a more efficient relationship-based knowledge distillation
algorithm and to provide a feasible new idea for relationship-based knowledge distillation
algorithms[27]. These findings suggest that FLRKD is an effective knowledge distillation
approach that can improve performance when combined with other distillation algorithms[7].
The last two rows in Table 1 show the results of the ablation experiment. The results show
that the performance of the FLRKD algorithm decreases by about 2% when the PSNR metric
is removed, and by about 3% when the SSIM metric is removed. This shows that both PSNR
and SSIM have important roles in the FLRKD algorithm and contribute significantly to both
the improvement of reconstruction quality and the optimization of algorithm performance.

Table 1: Test accuracy of student networks on CIFAR-100[ 14] of several distillation methods (ours is
FLRKD). We note that the FLRKD algorithm has the best performance among the relationship-based
knowledge distillation algorithms, and we have marked relationship-based knowledge distillation algo-
rithms in purple font in the table. The data in bold in the table correspond to the highest classification
accuracy and the data in font in the table correspond to the second-best classification accuracy
obtained by using different knowledge distillation algorithms with the same teacher-student network
frameworks and the same experimental conditions.

Teacher wrn-40-2  wrn-40-2  resnet56 resnetI10 resnetl10 resnet32x4 vggl3
Student wrn-16-2  wrn-40-1 resnet20 resnet20  resnet32  resnet8x4  vgg8
Teacher Model ~ 75.61 75.61 72.34 74.31 74.31 79.42 74.64
Student Model ~ 73.26 71.98 69.06 69.06 71.14 72.50 70.36
KD[11] 74.92 73.54 70.66 70.67 73.08 73.33 72.98
FitNets[22] 73.55 72.31 69.21 69.00 71.10 73.49 71.07
SP[28] 73.38 72.40 69.63 70.12 72.70 72.93 72.71
RKD[19] 73.32 72.18 69.48 69.32 71.79 71.88 71.53
PKT[21] 74.64 73.49 70.33 70.31 72.54 73.69 72.89
FT[13] 73.12 71.60 69.76 70.26 72.37 72.81 70.58
FSP[32] 72.78 72.51 69.91 70.07 71.83 72.58 70.28
QuEST[12] 74.12 73.51 69.86 69.99 72.74 73.31 72.92
SimKDI[5] 74.76 73.57 70.25 70.63 73.06 74.52 73.14
TDD[25] 74.73 73.44 70.00 70.52 72.98 73.10 72.94
DKDI[35] 75.02 70.74 70.81 73.15 73.96
FLRKD(ours) 74.14 73.62 70.35 73.56 73.17
FLRKD+KD 74.06 71.15 73.24 73.61
w/o SSIM 73.44 72.97 69.76 70.56 73.02 73.39 71.60
w/o PSNR 73.92 73.09 69.41 70.83 73.11 73.40 72.06

4.2 Cross-Model Transfer

Result Table 2 presents the average accuracy of different knowledge distillation methods
on CIFAR-100[14] dataset with varying teacher-student architectures. Based on the experi-
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Table 2: Test accuracy of student networks on CIFAR100 of a number of distillation methods (ours is
FLRKD) for transfer across different teacher and student architectures. Importantly, some methods that
require very similar student and teacher architectures perform quite poorly. E.g. FSP [32] cannot even
be applied. FLRKD can also be adapted to the Teacher-Student model using different architectures
by introducing regressors[27]. The meanings of different fonts in Table 2 are consistent with those in
Table 1.

Teacher vggl3 ResNet50 ResNet50  resnet32x4 resnet32 x4 wrn-40-2
Student MobileNetV2  MobileNetV2 vggd ShuffleNetV1  ShuffleNetV2  ShuffleNetV1
Teacher Model 74.64 79.34 79.34 79.42 79.42 75.61
Student Model 64.60 64.60 70.36 70.50 71.82 70.50
KDI[11] 67.37 67.35 73.81 74.07 74.45 74.83
FitNets[22] 64.14 63.16 70.69 73.59 73.54 73.73
SP[28] 66.30 68.08 73.34 73.48 74.56 74.52
RKDI[19] 64.52 64.43 71.50 72.28 73.21 72.21
PKT[21] 67.13 66.52 73.01 74.10 74.69 73.89
FT[13] 61.78 60.99 70.29 71.75 72.50 72.03
QuEST([12] 67.92 67.76 73.80 74.58 74.65 75.45
SimKD[5] 68.45 68.33 74.33 75.12
TDD[25] 68.61 68.09 74.28 74.96 74.88 75.47
DKD[35] 74.32 75.33 75.83 76.59
FLRKD(ours) 68.59 68.11 75.17 75.77 76.02
FLRKD+KD 69.81 69.24 75.28 76.00 76.59
w/o SSIM 68.01 67.52 73.60 74.48 74.75 75.14
w/o PSNR 68.13 67.99 74.03 75.03 75.18 75.74

mental findings presented in Table 2, it is observed that the FLRKD combined with the KD
algorithm achieves generally superior accuracy than other knowledge distillation methods,
even in scenarios where the teacher-student model has distinct architectures. Specifically,
in six experiments with independent variations in teacher and student network architectures,
the FLRKD combined with the KD algorithm obtains the highest classification accuracy in
five experimental groups. Notably, when wrn-40-2 and ShuffleNetV1 are used as teacher and
student architectures respectively, FLRKD yields an accuracy improvement of nearly 2.5%
over RKD[32]. Distilling intermediate representations tends to result in lower accuracy when
switching from the same to different architectures, potentially due to distinct solution paths.
PKT[21], SP[28] and SimKD[5] perform better by distilling from the last few layers, while
FitNets[22] even perform worse than the vanilla student. The last two rows show that the
performance of the FLRKD algorithm decreases by about 1% when the PSNR metric is re-
moved, and by about 2% when the SSIM metric is removed. This shows that both PSNR and
SSIM have important roles in the FLRKD algorithm and contribute significantly to both the
improvement of reconstruction quality and the optimization of algorithm performance.

4.3 Fast Convergence

Pre-training deep neural networks has become a trend in recent years, but as network size
increases, training time also increases[32]. Despite this, researchers continue to develop
better models due to the excellent performance of deep neural networks in various fields.
Therefore, there is a growing demand for fast and lightweight technology. In our proposed
technique, we used one teacher network to generate several student networks, aiming to
achieve similar performance with less training time than the normal procedure[3, 32]. The
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Table 3: Comparison of training time and the number of model parameters after distillation of KD
and some mainstream relationship-based knowledge algorithms. The original model we use here is
ResNet50.

Algorithms Original Model Distillation Model Distillation time
FSP[32] 98.0 MB 10.9 MB 104 min
RKDI[19] 98.0 MB 9.9 MB 71 min
TDD[25] 98.0 MB 13.0 MB 105 min
DKD(35] 98.0 MB 9.3 MB 97 min
FLRKD(ours) 98.0 MB 11.3 MB 82 min

experimental results in Table 3 show that the FLRKD algorithm achieves accuracy compa-
rable to state-of-the-art knowledge distillation methods but with a shorter distillation time.
In comparison to TDD[25], and DKD[35], FLRKD exhibits superior convergence speed and
achieves desirable accuracy.

5 Conclusion

In this work, we propose a new method of relationship-based knowledge distillation, based
on new forms of knowledge representation. This knowledge is expressed by the PSNR matrix
and the SSIM matrix, which represent information about the network inference process, i.e.
the flow defined in this work. We verify the superiority, compatibility, and feasibility of
FLRKD through three different sets of experiments. The experimental results show that
FLRKD combined with the KD algorithm is superior to the most advanced relationship-
based knowledge distillation method. In addition, there are still some problems to be solved
in this work, such as how to select a more reasonable location for the hidden layer of the
feature map extraction. If we put the perspective on the whole lightweight work, how to
combine FLRKD with pruning or other lightweight methods, etc., all these are the problems
we need to further think about and solve in the follow-up work.
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