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Abstract

Face anti-spoofing (FAS) aims to defend face recognition systems from various pre-
sentation attacks. To deal with cross-domain testing scenarios, many FAS methods
adopted domain generalization or domain adaptation approaches by using all the avail-
able source domain data to adapt the model in the offline training stage. However, as there
exist ever-growing and ever-evolving attacks, attempting to simulate unseen attacks by
offline adaptation techniques is extremely difficult if not impossible. Test-Time Adapta-
tion (TTA), which focuses on on-line adapting an off-the-shelf model to unlabeled target
data without referring to any source data, has been successfully adopted in image classi-
fication but is still unexplored in FAS methods. In this paper, our goal is to address the
TTA issues for robust face anti-spoofing. We first propose a novel TTA benchmark cover-
ing different domains and various attacks to simulate the challenges of FAS when facing
new domain data and unseen attacks. Next, we develop a novel framework 3A-TTA,
including three main components: activation-based pseudo-labeling, anti-forgetting fea-
ture learning, and asymmetric prototype contrastive learning to tackle the issues of TTA
in FAS. Our extensive experiments on the proposed benchmark show that the proposed
3A-TTA achieves superior performance for on-line detecting both seen and unseen types
of face presentation attacks from new domains.

1 Introduction
Face recognition techniques have been widely adopted in our daily life to facilitate efficient
authentication or mobile payments. Despite the convenience of face recognition systems,
they are susceptible to many facial presentation attacks, such as Print Attack (i.e., printing a
face on paper), Replay Attack (i.e., replaying a face video on digital devices), and 3D Mask
Attack (i.e., wearing a face mask). Therefore, many face anti-spoofing (FAS) methods [1, 4,
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Figure 1: Illustration of different cross-domain settings: (a) domain generalization (DG),
(b) domain adaptation (DA), (c) source-free domain adaptation (SFDA), and (d) test-time
adaptation. Note that the inference stage in test-time adaptation consists of two sub-stages:
an adaptation process (Training) and an inference process (Testing).

5, 7, 7, 11, 12, 13, 16, 17, 18, 19, 22, 23, 24, 25, 26, 27, 29, 32, 34, 36, 37, 38, 39, 41, 43,
44, 45, 46, 47, 48, 49, 51, 52, 53, 54, 55, 56] have been developed to strengthen the security
of face recognition systems. To counter various attacks from different domains, as shown
in Figure 1 (a), some of previous methods have investigated using domain generalization
(DG) [11, 15, 17, 19, 22, 26, 32, 33, 36, 37, 43, 49] to learn a generalized model from
multiple source domains. If the target data are also available in the training stage, then
domain adaptation (DA) [7, 14, 44, 58] has been adopted to adapt the source knowledge into
the target domain during the model training, as shown in Figure 1 (b). Moreover, once the
source data is unavailable for training because of data privacy, the idea of source-free domain
adaptation (SFDA) [30], as shown in Figure 1 (c), has been proposed to directly fine-tune
an off-the-shelf model on the target domain. Among the three settings in Figure 1, both
DA and SFDA require the target data for adaptation during the offline training. However,
because collection of all possible attack types is impossible in the offline training stage, the
pre-adapted model may still fail to detect unseen attack types and need to adapt again during
the online inference stage.

Unlike DA and SFDA, Test-Time Adaptation (TTA) considers a more realistic scenario
that only an off-the-shelf model is available but the source domain data are inaccessible or no
longer available. Hence, the goal of TTA is to online adapt this off-the-shelf model directly to
the unlabeled target data in the inference stage. Many TTA methods [6, 20, 21, 31, 42] have
been widely investigated in image classification and these methods generally fall into two
categories: score-based [6, 31, 42] and class prototype-based [20, 21] approaches for pseudo-
labeling the target data. Score-based methods [6, 31, 42] mainly used the prediction score
of each class to determine the pseudo labels. Class prototype-based methods [20, 21] mostly
assigned pseudo-labels to the target samples in terms of the similarity between the target
samples and the class centers, which are initialized with the weights from the source model
classifier and then are updated during the adaptation. Compared with the image classification
task, FAS deals with highly similar visual characteristics between live and spoof faces and
faces more challenges in TTA setting.

There are three major challenges in TTA for FAS. The first one is the noisy pseudo-label
problem. When adapting a model to unlabeled target data, TTA faces the same challenge as
DA on determining pseudo-labels for the target data to enable model adaptation. However,
because live and spoof faces are visually similar, existing TTA methods are insufficient to
offer reliable pseudo-live and pseudo-spoof labels to guide the online adaptation. Next, the
second challenge concerns the data imbalance problem. Because real-world target data gen-
erally consist of only spoof or only live images, the two classes (i.e., live and spoof classes)
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are not evenly distributed within a batch of target data. Moreover, in the realistic attack sce-
nario, the attackers usually keep updating the attack types until successfully deceiving the
model and thus result in a spoof-only dataset with time-variant characteristics. This data
imbalance issue frequently leads the model to overfit to one dominant class and forget the
previously acquired knowledge of the other class. Finally, the third challenge stems from the
lack of prior knowledge about unseen attack types. Because there exist increasingly devel-
oped attacks, a pre-adapted model is totally oblivious to unseen attacks and is thus unable to
detect the attacks in a new target domain.

In this paper, we aim to address the above-mentioned three challenges and propose a
novel TTA framework 3A-TTA containing three major ideas: Activation-based pseudo-
labeling, Anti-forgetting feature learning, and Asymmetric prototype contrastive learning.
First, to address the noisy pseudo-label problem, we found that either the score-based [6, 31,
42] or class prototype-based [20, 21] pseudo-labeling methods are inappropriate for FAS.
Although the score-based methods [6, 31, 42] achieved great success in image classifica-
tion involving multiple classes, the prediction scores for binary live/spoof classes become
less informative and even unreliable when facing unseen attack types. On the other hand,
the class prototype-based approaches [20, 21], which relied on class centers to determine
pseudo labels, are unable to identify the spoof class containing various attack types. Unlike
the live class, the spoof class consists of different attack types with their distinct characteris-
tics. For example, print attacks usually exhibit grid artifacts, and replay attacks have visible
moiré patterns. The single class center generated by the class prototype-based approaches is
thus far from enough to describe the highly complex spoof class. Therefore, in this paper,
we propose an activation-based pseudo-labeling by including fine-grained class information
captured from class activation map [35] to tackle the noisy pseudo-label problem. Second,
to address the data imbalance problem, we refer to the idea mentioned in [3] and propose
an anti-forgetting feature learning strategy. Note that, in [3], the authors proposed to store
source data to tackle the forgetting issue. However, in our TTA setting, there exist no source
data in the online adaptation stage. We therefore propose a feature selection mechanism and
preserve only the selected target data to prevent forgetting. Finally, to tackle the issue of un-
seen attack types, we propose an asymmetric prototype contrastive learning by associating
similar characteristics between seen and unseen attacks. Although the spoof class covers var-
ious attack types with different characteristics, some attack types still share similarities with
others. For example, spoof images of all attack types are supposed to have similar refection
artifacts [24, 56]. Therefore, we propose to incorporate both global and nearest-neighbor
information to devise the asymmetric contrastive learning.

To evaluate the proposed method 3A-TTA on TTA setting, we further propose a compre-
hensive FAS benchmark: TTA-FAS, i.e., Test Time Adaptation for Face Anti-Spoofing. In
the TTA-FAS benchmark, we generate two difficult real-world cases, including: (1) unseen
attack types, and (2) seen attack types from new domains, to simulate the realistic scenario of
test-time adaption. Our experimental results on the proposed TTA-FAS benchmark not only
verify the effectiveness of 3A-TTA in TTA setting but also indicate future research directions
towards countering ever-evolving face presentation attacks.

Our contributions are summarized as follows:
• We propose a new benchmark TTA-FAS covering different domains and various attacks to
simulate the real-world scenario. To the best of our knowledge, this is the first work focusing
on addressing test-time adaptation for face anti-spoofing.
• We introduce a novel activation-based pseudo-labeling to tackle the noisy pseudo-label
problem by including fine-grained class information from the class activation maps.
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Figure 2: Overview of the proposed 3A-TTA framework, which consists of three main com-
ponents: activation-based pseudo-labeling, anti-forgetting feature learning, and asymmetric
prototype contrastive learning.

• We present an anti-forgetting feature learning to address the data imbalance problem.
• We develop an asymmetric prototype contrastive learning to learn distinctive feature rep-
resentations by combining global and nearest-neighbor information.
• Extensive experiments demonstrate that 3A-TTA achieves superior performance for on-
line detecting both seen and unseen types from new domains.

2 Proposed Method

In Section 2.1, we first present the problem statement of test-time adaptation in face anti-
spoofing and give a brief overview of the proposed 3A-TTA framework. Next, in Sec-
tions 2.2-2.4, we present the three main components in 3A-TTA, including activation-based
pseudo-labeling, anti-forgetting feature learning, and asymmetric prototype contrastive learn-
ing, respectively. Finally, in Section 2.5, we describe the total loss of the proposed method.

2.1 Problem Statement and Overview of 3A-TTA framework

In this paper, we address the issues of test-time adaptation in face anti-spoofing. Given an
off-the-shelf anti-spoofing model, our goal is to adapt this model to the incoming batch of
target sample X i

T =
{

x j
}B

j=1 (where i indicates the batch index and B is the batch size) and
then conduct the inference subsequently. Note that each batch may contain multiple attack
types and that some attack types are new to the source model.

As shown in Figure 2, we first use the proposed activation-based pseudo-labeling to de-
termine the pseudo-labels for all the samples within the batch X i

T . Then, we select reliable
samples in terms of pseudo-labels and store their features in the memory bank. Next, we
employ the proposed anti-forgetting feature learning to mitigate the risk of forgetting infor-
mation. Finally, we adopt the proposed asymmetric prototype contrastive learning to increase
the feature discriminability for classifying live and spoof images.



P. K. HUANG, C. T. HSU: TEST-TIME ADAPTATION FOR ROBUST FACE ANTI-SPOOFING 5

Figure 3: Examples of activation-based pseudo-labeling (green solid box) and score-based
pseudo-labeling (red solid box) on (a) a live image and (b) a spoof image.

2.2 Activation-based Pseudo-Labeling
In [17], the authors showed that the class activation maps [35] offer discriminative as well as
fine-grained information for identifying live and spoof faces. Inspired by [17], we propose
using class activation maps [35] as a labeling criterion to address the noisy pseudo-label
problem.

Given a target image x j in a mini-batch, we first extract its liveness feature f by the
feature extractor FE and then use the classifier CF to obtain its live activation map Al and
spoof activation map As by,

Al = Grad-CAM(CF(f);c = 1);As = Grad-CAM(CF(f);c = 0), (1)

where Grad-CAM indicates the class activation operation [35], and c indicates the class
label. As mentioned in [35], the class activation map is a weighted liveness feature involv-
ing gradient information during the backpropagation process. Therefore, the class activation
maps Al and As are highly correlated with the liveness feature f and provide valuable infor-
mation for determining the most possible pseudo labels. Hence, we assign a pseudo-label
to each target sample by measuring the similarity between class activation maps and the
liveness feature f by,

ȳ =

{
1, i f sim(f,Al)≥ sim(f,As);
0, i f sim(f,Al)< sim(f,As),

(2)

where sim(f,A) = f·A
||f|| ||A|| is the cosine similarity function. Figure 3 gives some examples to

demonstrate the effectiveness of the proposed activation-based pseudo-labeling. In particu-
lar, the activation-based pseudo-labeling is able to determine correct pseudo-labels for those
misclassified by the score-based pseudo-labeling [3]. With the assigned pseudo-labels ȳ, we
define the liveness loss Ll to adapt the model to new domains and diverse attacks by,

Ll =−∑ ȳlogCF(f)+(1− ȳ)log(1−CF(f)), (3)

where ȳ is assigned pseudo-label, i.e., ȳ = 1 for live images and ȳ = 0 for spoof images.

2.3 Anti-Forgetting Feature Learning
To address the data imbalance problem, we propose an effective anti-forgetting feature learn-
ing by selecting reliable liveness features from the batch data and storing them in a memory
bank MB to diminish the impact of noisy pseudo-labels and to facilitate robust feature learn-
ing. As shown in Figure 2, after obtaining the pseudo-label ȳ, we select the reliable features
by the selection mechanism defined by:

γ =

1, i f

{
CF(f)> α and msim ≥ β ;
CF(f)< 1−α and msim ≤−β ;

0, otherwise,

(4)
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where α = 0.8, β = 0.2, and msim = sim(f,Al)−sim(f,As). That is, we select those features
with γ = 1 and store them in the memory bank MB. Specifically, we apply a First In First Out
(FIFO) approach to update the memory bank and empirically set the size s of the memory
bank for each class. With the stored features f̂ and their corresponding pseudo-labels ŷ in
MB, we define the anti-forgetting liveness loss La f l by,

La f l =−∑ ŷlogCF(f̂)+(1− ŷ)log(1−CF(f̂)). (5)

2.4 Asymmetric Prototype Contrastive Learning
To address the lack of prior knowledge about unseen attack types, we propose an asymmet-
ric prototype contrastive learning by incorporating local spoof information and global live
information. Note that, although different spoof images have distinctive characteristics, we
can still associate their similar characteristics between seen and unseen attacks. Therefore,
we propose to aggregate local spoof information by referring to the nearest-neighbor spoof
features in MB. In addition, because live images in different domains have small distribution
discrepancies [17, 22], we are also able to cluster all the live images by globally aggregating
their live information. As shown in Figure 2, according to the pseudo-label ȳ, we divide
all the samples f in a mini-batch into a spoof anchor set and a live anchor set. Next, by
referring to the features stored in the memory bank MB, we define the asymmetric prototype
contrastive loss Lapc as follows:

Lapc =−log
exp(sim(fa

s , f̂
p
s ))

∑ j={f̂p
s ∪Ns} exp(sim(fa

s , f̂
j
))

− log
exp(sim(fa

l , f̂
p
l ))

∑i={f̂p
l ∪Nl} exp(sim(fa

l , f̂
i
))
. (6)

where fa
s and fa

l are the spoof and live anchors, f̂p
s and f̂p

l are the local spoof prototype and
the global live prototype, Ns is the set of negative pair of fa

s , and Nl is the set of the negative
pair of fa

l .
For each spoof anchor fa

s , we determine its positive pair by calculating the spoof pro-
totype f̂p

s from K nearest spoof features f̂s, because these locally nearest neighbors usually
share similar characteristics to the spoof anchor fa

s . This K- neighbor mechanism effectively
enables the model to handle unseen attack samples through referring to similar features from
seen attacks stored in MB. As to the negative pairs Ns of spoof anchor fa

s , we treat all the live
features f̂l in MB as the negative pairs of fa

s .
For each live anchor fa

l , we calculate the average of all the live features in MB as a live
prototype f̂p

l and use f̂p
l as its positive pair. Moreover, instead of pushing all the spoof features

away, we consider only the K nearest spoof features f̂s from the live anchor fa
l as negative

pairs. In all our experiments, we use Euclidean distance to determine nearest neighbors.

2.5 Total Loss
Finally, we include the liveness loss Ll , the anti-forgetting liveness loss La f l , and the asym-
metric prototype contrastive loss Lapc to define the total loss LT by,

LT = Ll +λ1La f l +λ2Lapc. (7)

where λ1 and λ2 are the weight factors. In all our experiments, we empirically set λ1 = 0.5
and λ2 = 1.5.
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Figure 4: Sample frames from six public FAS datasets: (a) OULU-NPU [4], (b) CASIA-
MFSD [57], (c) MSU-MFSD [50], (d) Idiap Replay-Attack [8], (e) 3DMAD [10], and (f)
HKBU-MARs [28]. These images consist of live faces (green solid box), print attacks (red
solid box), replay attacks (red dotted box), and 3D mask attacks (magenta solid box).

Protocol Subset Attack Type Real data (V/I) Attack data (V/I) All data (V/I)

[O,C,I] → [M,D,H] Source: OCI print, replay 1280 5110 6390
Target: MDH print,replay,3D Mask 339 355 694

[O,M,I] → [C,D,H] Source: OMI print, replay 1200 4360 5560
Target: CDH print,replay,3D Mask 419 595 1014

[O,C,M] → [I,D,H] Source: OCM print, replay 1210 4620 5830
Target: IDH print,replay,3D Mask 409 845 1254

[I,C,M] → [O,D,H] Source: ICM print, replay 350 1360 1710
Target: ODH print,replay,3D Mask 1259 4105 5364

Table 1: The proposed unseen attack testing from the proposed TTA-FAS benchmark.

3 Experiments

3.1 Test-Time Adaptation Benchmark for FAS (TTA-FAS)

In this paper, we propose a new Test-Time Adaptation benchmark for Face Anti-Spoofing
(TTA-FAS) to study the challenges associated with the emergence of face presentation at-
tacks. We construct TTA-FAS benchmark based on six publicly available face anti-spoofing
(FAS) datasets, including OULU-NPU [4] (denoted as O), CASIA-MFSD [57] (denoted as
C), MSU-MFSD [50] (denoted as M), Idiap Replay-Attack [8] (denoted as I), 3DMAD
[10] (denoted as D), and HKBU-MARs [28] (denoted as H). Figure 4 shows some examples
of live and spoof images from these datasets, which include print attacks and replay attacks
in Figure 4 (a)-(d), and 3D mask attacks in Figure 4 (e) and (f). In Table 1, we design the
unseen attack testing for TTA-FAS benchmark to evaluate the efficacy of anti-spoofing mod-
els when encountering new face presentation attacks under test-time adaptation scenario.
Note that, because the widely used DG protocols in FAS [17, 22, 36] use only one frame
per video for model evaluation, we also adopt similar preprocessing in TTA-FAS benchmark
to enable fair experimental comparisons. In addition, we design the leave-one-attack-out
testing with limited training attack type for TTA-FAS benchmark to include “print”, “re-
play” and “3D mask” attacks as new attack types, as summarized in Table 2. To obtain the
pre-trained models of each protocol, we refer to [6, 20, 21, 31, 42] and pre-train the anti-
spoofing models by using only the cross-entropy loss. These pre-trained models are available
at https://github.com/Pei-KaiHuang/TTA-FAS for enabling fair comparisons
on our proposed TTA-FAS benchmark.

Protocols Subset Attack Type Protocols Subset Attack Type Protocols Subset Attack Type

Protocol i Source: OMI Print Protocol ii Source: OMI Replay Protocol iii Source: CDH 3D Mask
Target: CDH Replay + 3D Mask Target: CDH Print + 3D Mask Target: OMI Print + Replay

Table 2: The proposed leave-one-attack-out testing from the proposed TTA-FAS benchmark.
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Method Total Loss LT pseudo-labeling Mechanisms Feature
Selection

[OMI] → D [OMI] → C
Ll La f l Lapc Lc Score

based
Class Prototype

based
Activation

based
HTER AUC HTER AUC

M0 26.86 87.83 28.78 86.26
M1 ✓ ✓ 23.19 88.41 29.78 85.05
M2 ✓ ✓ 27.72 88.28 30.24 86.05
M3 ✓ ✓ 21.87 88.68 26.02 86.44
M4 ✓ ✓ ✓ 19.31 88.49 24.94 86.29
M5 ✓ ✓ ✓ ✓ 18.15 89.47 24.33 87.07
M6 ✓ ✓ ✓ ✓ ✓ 18.20 87.78 26.00 86.56
M7 ✓ ✓ ✓ ✓ ✓ 17.21 90.63 23.55 87.29

Table 3: Ablation study on the protocol [O,M,I] → D and [O,M,I] → C, using different
combinations of loss terms, different pseudo-labeling mechanisms, and feature selection.
The evaluation metrics are HTER(%) ↓ and AUC(%) ↑.

3.2 Evaluation Metrics and Implementation Details
We evaluate our method on the proposed TTA-FAS benchmark and report the results using
different evaluation metrics, including Half Total Error Rate (HTER) [2], Area Under Curve
(AUC), and the total running time (second) across all target datasets. To have a fair compar-
ison, we continuously conduct the experiment ten times and report the average results as the
final outcomes. More details are given in the supplemental materials.

3.3 Ablation Study
3.3.1 Different Combinations of Loss Terms and Modules

In Table 3, we compare using different combinations of loss terms and pseudo-labeling
mechanisms to update FE and CF during the adaptation process of inference stage. Note
that, “M0” indicates that the pre-trained model is fixed and does not adapt to the incoming
target samples. Here, we test various FAS models on the proposed protocols [O,M,I] →
D and [O,M,I] → C from Table 1 for covering the 3D mask attack, print attack and replay
attack during testing.

First, we compare using different pseudo-labeling mechanisms, including the score-
based pseudo-labeling [3, 6, 31, 42], the class prototype-based pseudo-labeling [20, 21],
and the proposed activation-based pseudo-labeling, to evaluate the reliability of assigned
pseudo-labels. When including Ll and different pseudo-labeling mechanisms to fine-tune
FE and CF, we show that the proposed activation-based pseudo-labeling (M3) outperforms
the score-based pseudo-labeling (M1) and the class prototype-based pseudo-labeling (M2)
in terms of reliability of pseudo labels.

Next, when La f l is included, both M4 (i.e., without feature selection) and M5 (i.e., with
feature selection) result in improved performance over M3 and demonstrate the efficacy of
our proposed anti-forgetting feature learning. In addition, when including Ll +La f l with
feature selection in M5, we observe that M5 outperforms M4 because the proposed anti-
forgetting feature learning indeed benefits from reliable features and mitigates the noisy
pseudo-label issue.

Moreover, if further including the regular supervised contrastive learning loss Lc [9],
i.e., the case of M6, we see degraded performance resulted by the aggregation of different
attacks into the spoof class. When replacing Lc with the proposed Lapc, i.e., the case of M7,
we show that the proposed asymmetric prototype contrastive learning effectively handles
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Figure 5: The t-SNE [40] visualization and activation visualization obtained by the anti-
spoofing model without adaptation, i.e., (a), 1⃝, and 3⃝, and the proposed 3A-TTA , i.e., (b),
2⃝, and 4⃝, on the protocol [O,M,I] → [C,D,H].

Method
[O,C,I] → [M,D,H] [O,M,I] → [C,D,H]

O,C,I → M O,C,I → D O,C,I → H Average Time O,M,I → C O,M,I → D O,M,I → H Average TimeHTER AUC HTER AUC HTER AUC HTER AUC HTER AUC HTER AUC HTER AUC HTER AUC
No adaptation 26.67 94.49 19.55 88.11 22.15 84.33 22.79 88.98 0.50 28.78 86.26 26.86 87.83 23.47 84.91 26.37 86.33 0.62

Tent [42] 27.98 94.49 22.67 87.44 22.49 84.55 24.38 88.83 1.061 28.14 79.68 46.10 53.69 28.54 79.36 34.26 70.91 1.36
OAP [3] 26.41 94.49 19.79 88.09 22.15 84.35 22.78 87.35 0.55 29.34 86.03 26.86 87.78 22.95 85.86 25.38 86.55 0.70
3A-TTA 26.21 94.53 16.26 92.03 20.89 84.74 21.12 90.43 4.35 23.55 87.29 17.21 90.63 20.33 86.99 20.36 88.30 7.12

Method
[O,C,M] → [I,D,H] [I,C,M] → [O,D,H]

O,C,M → I O,C,M → D O,C,M → H Average Time I,C,M → O I,C,M → D I,C,M → H Average TimeHTER AUC HTER AUC HTER AUC HTER AUC HTER AUC HTER AUC HTER AUC HTER AUC
No adaptation 30.36 71.22 25.27 83.89 19.93 90.08 25.19 81.73 0.71 37.73 81.95 25.80 81.79 34.93 83.88 32.82 82.54 2.28

Tent [42] 35.73 70.16 25.43 84.12 22.28 89.81 27.81 81.36 1.57 47.01 64.23 26.43 80.11 42.43 83.40 38.62 75.91 8.72
OAP [3] 29.69 71.15 25.15 83.81 19.93 90.09 24.92 81.68 0.81 31.21 78.50 25.62 81.55 35.41 83.65 30.75 81.23 2.28
3A-TTA 28.11 72.45 21.78 86.28 16.99 90.36 22.29 83.03 8.72 25.62 82.25 24.35 80.06 30.71 84.41 26.89 82.24 37.06

Table 4: Experimental comparisons on the proposed TTA-FAS benchmark. The evaluation
metrics are HTER(%) ↓, AUC(%) ↑, and the total running time (s) across all target datasets.

unseen attack samples by referring to spoof features with similar characteristics stored in
MB and achieves the best performance.

3.3.2 Activation maps and t-SNE Visualization

In Figure 5, we first use t-SNE [40] to visualize the latent liveness features obtained without
adaptation and with the proposed 3A-TTA. When the anti-spoofing model is not adapted
to the target data, in Figures 5 (a), the visualization result shows that the live features tend
to overlap extensively with the spoof features when encountering unseen attacks from new
domains. By contrast, when the anti-spoofing model is adapted by the proposed 3A-TTA, in
Figures 5 (b), the live and spoof features obtained by the proposed 3A-TTA are diversely dis-
tributed and strongly support the model to adapt to unseen domains. Next, we also visualize
some activation maps to demonstrate the efficacy of the proposed 3A-TTA. By comparing
the live and spoof activation maps between the anti-spoofing model without adaptation ( i.e.,
Figures 5 1⃝ and 3⃝) and the proposed 3A-TTA (i.e., Figures 5 2⃝ and 4⃝), we see that: (1)
the live activation map obtained by the proposed 3A-TTA ( Figures 5 2⃝) mostly locates on
the facial regions; and (2) the spoof image has hardly any response on the live activation map
obtained by 3A-TTA (Figures 5 4⃝). These visualization results show excellent ability of the
proposed 3A-TTA for encountering unseen attacks from new domains.
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Method Protocol i Protocol ii Protocol iii
HTER AUC Time HTER AUC Time HTER AUC Time

No adaptation 23.97 80.61 1.86 23.15 81.04 1.67 35.80 74.43 3.57
Tent [43] 21.81 81.05 3.70 22.56 80.15 3.32 45.53 67.37 7.09
OAP [3] 24.60 77.58 2.17 23.33 78.89 1.96 33.21 72.39 4.14
3A-TTA 20.46 82.14 24.29 21.05 83.71 21.99 31.53 75.17 48.26

Table 5: Experimental comparisons on new protocols.

3.4 Experimental Comparisons on the proposed TTA-FAS benchmark
In Table 4, we present the evaluation results of our proposed 3A-TTA method and com-
pare with other test-time adaptation methods on TTA-FAS benchmark. We re-implement
all the compared methods and remove the source samples in OAP [3] to conduct test-time
adaptation. Note that, “No adaptation" indicates that the anti-spoofing model is fixed dur-
ing the inference stage. First, we observe that Tent [42] yields poorer performance than
the baseline "No adaptation" because these methods are not specifically designed for face
anti-spoofing. Next, we observe that the FAS method OAP [3] only slightly improves the
performance compared to “No adaptation" by simply using the score-based pseudo-labeling
to update the classifier during adaptation. In contrast, the proposed 3A-TTA outperforms
previous methods and achieves 12.54% improvements in HTER and 2.11% on AUC over
OAP [3] in average among all protocols. In addition, we also record the total running time
(seconds) across all the target datasets. The results show that the proposed method requires
a response time of only 0.006s for each target sample. Next, in Table 5, we evaluate the
proposed 3A-TTA method on the proposed leave-one-attack-out testing. Table 5 shows our
experimental results on these protocols and clearly verifies the effectiveness of our proposed
method in detecting various new attack types.

4 Conclusion
In this paper, we propose a new benchmark TTA-FAS and a novel test-time adaptation ap-
proach 3A-TTA for face anti-spoofing. In 3A-TTA, we first design an effective activation-
based labeling mechanism to handle the noisy pseudo-label problem and also to stabilize the
adaptation process. Next, with the proposed anti-forgetting feature learning, we enable the
anti-spoofing model to retain the information of the non-dominant class and to preserve dis-
criminative capability when adapting to a data-imbalanced batch. Furthermore, we devise an
asymmetric prototype contrastive learning to increase feature discriminability between live
and spoof faces. Our experimental results on the proposed benchmark TTA-FAS demon-
strate the effectiveness of the proposed method on handling realistic TTA scenarios and also
show its outperformance over existing test-time adaptation methods.
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