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Abstract

Autonomous 3D part assembly is a challenging task in the areas of robotics and
3D computer vision. This task aims to assemble individual components into a com-
plete shape without relying on predefined instructions. In this paper, we formulate this
task from a novel generative perspective, introducing the Score-based 3D Part Assembly
framework (Score-PA) for 3D part assembly. Score-based methods are typically time-
consuming during the inference stage. To address this issue, we introduce a novel al-
gorithm called the Fast Predictor-Corrector Sampler (FPC) that accelerates the sampling
process within the framework. We employ various metrics to assess assembly quality
and diversity, and our evaluation results demonstrate that our algorithm outperforms ex-
isting state-of-the-art approaches. We release our code at https://github.com/
J-F-Cheng/Score-PA_Score-based-3D-Part-Assembly.

1 Introduction
Assuming you purchase a piece of IKEA furniture, assembling the separate parts into a
complete structure can be challenging without proper guidance (e.g., the instructions in the
manual). If we were to use a robot to assist us with furniture assembly, a key issue would
be enabling the robot to understand the relationships among all the parts and autonomously
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assemble them. Tackling autonomous 3D part assembly is a complex and demanding task in
the fields of robotics and 3D computer vision. This challenge arises due to the requirement
for algorithms to explore and navigate through a large pose space for each input part, iden-
tifying the correct orientation and position for assembly while also accounting for various
constraints and dependencies between the components.

Recent years have witnessed significant explorations in the field of 3D part assembly.
Dynamic Graph Learning (DGL) [11] is a representative algorithm in this area, featuring an
iterative graph neural network designed for the task. This network can predict a 6-DoF part
pose for each input part and transform input part point clouds to assemble the shape. RGL-
NET [10], another notable algorithm for 3D part assembly, leverages the order information
of input point clouds to enhance assembly capabilities.

According to Huang et al., the 3D part assembly task faces two primary challenges: as-
sembly quality and assembly diversity. The former necessitates that the designed algorithm
accurately assemble parts into a complete shape, while the latter requires the algorithm to
produce a range of reasonable assembly outcomes. Existing methods, which focus on mini-
mizing the distance between the network-predicted pose and the ground truth pose, struggle
to generate diverse results. To address this, we recast the problem as a generative task. Math-
ematically, we learn a conditional probability p(QP | P) to generate new poses, where QP
represents the pose set for the input part set P. We propose the Score-based 3D Part As-
sembly framework (Score-PA), which can learn the proposed conditional distribution. Our
experiments demonstrate that our framework attains superior quality and greater diversity in
results compared to other baselines. However, the inference stage of a score-based model is
typically time-consuming. We thus propose the Fast Predictor-Corrector Sampler (FPC) to
accelerate the inference stage of our framework.

Following Huang et al. [11], we employ Shape Chamfer Distance (SCD) [11], Part Ac-
curacy (PA) [15], and Connectivity Accuracy (CA) [11] to assess the quality of the generated
results. However, Huang et al. only provide a qualitative evaluation of algorithm diversity
and do not use any quantitative metrics for this aspect. To address this gap, we introduce
Quality-Diversity Score (QDS) and Weighted Quality-Diversity Score (WQDS) to compare
our algorithm’s diversity with that of other baselines. Both qualitative and quantitative re-
sults demonstrate that our proposed method significantly surpasses previous algorithms in
terms of diversity while achieving state-of-the-art performance for quality.

We summarise our contribution as follows:

• We approach the autonomous 3D part assembly task from a novel generative per-
spective, proposing the Score-based 3D Part Assembly framework (Score-PA). This
framework learns a conditional probability for the pose set of input parts, resulting in
high-quality and diverse results.

• We propose a new sampler called FPC to speed up the convergence of our Score-based
3D Part Assembly framework.

• We also propose two new metrics to quantitatively evaluate the assembly diversity.

2 Related Work

2.1 Assembly-based 3D modeling
Although our work does not focus on 3D modelling, it is necessary to review assembly-based
3D modelling techniques, as they have already proposed assembly methods for creating new
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3D models. Assembly-based 3D modelling is a promising approach to expanding the acces-
sibility of 3D modelling. In assembly-based modelling, new models are constructed from
shape components extracted from a database [5]. One approach, proposed by Funkhouser et
al. [8], creates new 3D shapes by assembling parts from a repository. Other works [5, 13, 14]
facilitate shape modelling using probabilistic models to encode semantic and geometric re-
lationships among shape components. More recently, some studies [15, 20, 31] generate
certain parts and then predict a per-part transformation for the generated parts to obtain a
new shape.

2.2 Autonomous 3D Part Assembly

The autonomous 3D part assembly task, as introduced by Huang et al. [11], focuses on
predicting a 6-DoF pose (comprising rotation and translation) for the composition of indi-
vidual parts. To accomplish this, Huang et al. [11] proposed an assembly-oriented dynamic
graph learning framework that demonstrated impressive performance using their specially
designed algorithm. Following this development, a recurrent graph learning framework was
introduced [10], which takes advantage of the order information of parts during the assembly
process. This approach highlights the significant improvements that can be achieved by in-
corporating order information. However, in practical applications, such order information is
often not readily available for 3D part assembly problems. As a result, our study continues to
adhere to the setting proposed by Huang et al. [11], focusing on assembling parts in random
order. This ensures that our approach remains applicable in real-world scenarios where order
information might not be accessible.

2.3 Score-Based Generative Models

Score-based generative models aim to estimate specific distributions [12, 24, 25, 26, 27].
The primary objective is to minimize the squared distance between the estimated gradients
and the gradients of the log-density of the data distribution [12, 23].

A recent variation of score-based models, known as score-based generative modelling
with stochastic differential equations (SDEs) [26], employs SDEs for data perturbation,
achieving remarkable success in generation tasks. This approach diffuses the data distri-
bution during training using SDEs and generates data by reversing the diffusion process, i.e.,
through the inverse SDE.

Score-based modelling has achieved significant success in various tasks, such as point
cloud generation [3], molecular conformation generation [21], scene graph generation [28],
point cloud denoising [16], human pose estimation [6], object rearrangement [30], etc.

3 Method

This section focuses on introducing our proposed approach to tackle the challenges discussed
above. We discuss the problem definition in Section 3.1. We then overview our Score-based
3D Part Assembly framework in Section 3.2, and the training algorithm in Section 3.3. To
speed up the inference stage of our framework, we further propose a new sampler, FPC, for
fast sampling purpose in Section 3.4.
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Figure 1: The sampling procedure of our Score-PA. We here show a process of N steps
sampling. tn represents the time value at the step n (the algorithm starts from step N− 1 to
step 0). We can observe that the chair is assembled from coarse to fine.

3.1 Problem Definition

Assuming we have a set of separate parts, the core concept of autonomous 3D part assem-
bly involves designing an algorithm that learns the assembly rules from a dataset and moves
the separate parts to appropriate locations accordingly. Specifically, the goal of the 3D part
assembly task is to predict a 6-DoF pose set QP = {qi}N

i=1 for parts transformation, cor-
responding to the given 3D part point clouds P = {pi}N

i=1 (the order of the input parts is
random). Each pi ∈ R1000×3 is a point cloud that conveys the geometric information of a
part, and each qi ∈ R6 is a combination of a translation vector ti ∈ R3 and an Euler an-
gle vector ei ∈ R3. By using the predicted pose set QP = {qi}N

i=1, the given point clouds
P = {pi}N

i=1 can be transformed into an assembled shape P∗ through rotation and translation.

3.2 Overview of Score-PA

As stated in Section 1, our goal is to learn a conditional probability distribution p(QP |
P). Instead of directly predicting the final part pose, we learn how to transform the input
part by predicting the gradient field that can guide each part to the conditional distribution.
Score-based generative model, as an emerging generative technique, provides a direct way to
learn the gradient field. Our goal is to build score function to approach the conditional data
distribution ∇QP log(pt(QP |P)). To achieve this, we design a graph neural network to model
our score function SGθ

(QP, t) = ∇QP log(pt(QP | P)) [26], where Gθ is our designed graph
neural network, and time t is used to index the diffusion process of 6-DoF pose {QP(t)}T

t=0.
The overview of our framework is shown in Fig. 1, our objective is to train the formulated
score-based model to generate the 6-DoF pose set QP based on the given 3D part point clouds
information of the parts P, and P can be easily transformed to the assembled shape P∗. In
the proposed algorithm, the graph Gθ = (V,E) represents the 3D geometric information of
the given parts’ point clouds. The nodes in this graph neural network are fully connected
for message passing. The set of nodes V = {vi}N

i=1 is obtained via the parts’ point clouds
P = {pi}N

i=1 through a parametric function finit which is designed as a vanilla PointNet [19].
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It can extract the geometric information from the parts’ point clouds:

V = finit(P), (1)

The Input Encoder finput shown in Fig. 1 is parameterized as an MLP, which is used to encode
the input of the designed network. The embedding layer ft includes a Gaussian Fourier
Projection layer and a linear layer, which enable the score-based model to be conditioned on
the input time t [26, 29].

Subsequently, for training the model, as indicated by Song et al. [26], training with
perturbed data can help the model better estimate the score. In our designed framework,
we train our model with the data perturbed by SDEs, and under the certain condition P, a
diffusion process of 6-DoF pose {QP(t)}T

t=0 is constructed for this purpose, where t ∈ [0,T ].
QP(0) ∼ p0 represents the i.i.d. samples in the given dataset, and QP(T ) ∼ pT is a prior
distribution that we have already known. The diffusion process can be expressed by the
following mathematical model:

dQP = fd(QP, t)dt +g(t)dw, (2)

where fd(·, t) : Rd → Rd represents the drift coefficient of QP, and g(t) ∈ R is diffusion
coefficient [26]. w is the standard Brownian motion [26]. More details about the training
algorithm are discussed in Section 3.3.

After training, we can generate poses for the separate parts through sampling. Assume
a well-trained model is obtained, and we can sample the 6-DoF pose set QP(0) by using
reverse-time SDE shown as follows:

dQP = [fd(QP, t)−g2(t)∇QP log(pt(QP | P))]dt +g(t)dw̄, (3)

where w̄ represents a reverse time Brownian motion, and dt is an infinitesimal negative time
step. In the real scenario, we normally use an iterative algorithm (e.g., Predictor-Corrector
sampling algorithm) to solve the inverse SDEs. The simplified sampling process is described
in Fig. 1. Assuming we conduct N steps sampling, the iterative algorithm starts with the
initial pose QP(T ). Then the initialized value is processed by the trained score-based model
to obtain QP(tN−2). The iterative algorithm continues until the terminate pose QP(t0) is
obtained (t0 = 0), and the final value is used for translating and rotating the input parts.
In our framework, we design a new algorithm, Fast Predictor-Corrector sampler (FPC), to
speed up the sampling procedure. More details about our sampling algorithm are discussed
in Section 3.4.

3.3 Loss Function and Training Algorithm
Our proposed algorithm aims to estimate the conditional distribution of training data p(QP(0) |
P), and the original score-matching method is not suitable for this scenario since it is de-
signed for single random variable estimation. We propose a new objective function to solve
this problem. Different from the original score-matching objective function [26], our ob-
jective estimates the gradient fields of log-conditional-density ∇QP log(pt(QP(t) | P)). The
formula is shown as follows:

min
θ

EtEQP(0)|PEQP(t)|QP(0),P
[
λ (t)∥SGθ

(QP(t), t)−∇QP(t) log(p0t(QP(t) |QP(0),P))∥2
2
]
(4)

Citation
Citation
{Song, Sohl-Dickstein, Kingma, Kumar, Ermon, and Poole} 2020{}

Citation
Citation
{Tancik, Srinivasan, Mildenhall, Fridovich-Keil, Raghavan, Singhal, Ramamoorthi, Barron, and Ng} 2020

Citation
Citation
{Song, Sohl-Dickstein, Kingma, Kumar, Ermon, and Poole} 2020{}

Citation
Citation
{Song, Sohl-Dickstein, Kingma, Kumar, Ermon, and Poole} 2020{}

Citation
Citation
{Song, Sohl-Dickstein, Kingma, Kumar, Ermon, and Poole} 2020{}

Citation
Citation
{Song, Sohl-Dickstein, Kingma, Kumar, Ermon, and Poole} 2020{}



6 CHENG ET AL.: SCORE-PA: SCORE-BASED 3D PART ASSEMBLY

Algorithm 1: Training algorithm of
our Score-PA

Input: Training dataset Dtrain
Parameters: T , σ

for N epochs do
for each P,IP,QP(0) from the

training dataset Dtrain do
Sample t from uniform

distribution U(0,T )
QP(t)←

QP(0)+N (0, 1
2logσ

(σ2t −1)I)
Optimize Equation 4.

end
end

We show the training procedure in Al-
gorithm 1. In the algorithm, we set the
perturbation SDE as dQP = σ tdw, where
t ∈ [0,T ]. We select λ (t) = 1

2logσ
(σ2t −1)

in our experiment. Intuitively, for each
iteration, we first select the training data
from the training dataset and sample t from
the uniform distribution. Then the ground
truth pose QP(0) is perturbed by a Gaus-
sian noise with variance 1

2logσ
(σ2t − 1)I.

Finally, we calculate the objective function
shown in Equation 4 and use the gradient-
descent algorithm to optimize the parameter
of the designed graph neural network.

3.4 Fast Predictor-Corrector
Sampler for Inference

Algorithm 2: Fast Predictor-Corrector
Sampling Algorithm (FPC)

Input: Testing dataset Dtest , Graph
Neural Network Gθ

Require: T , σ , N, d, C, CF , r
Select P,IP from the testing dataset Dtest .
Sample QP(T )∼N (0, 1

2logσ
(σ2T −1)I).

for n← N−1 to 1 do
// Original

Predictor-Corrector
sampling algorithm

tp← (n+1)T
N t← nT

N
for i← 1 to C do

QP(tp)←Corrector(QP(tp))
end
QP(t)← Predictor(QP(tp))

end
tp← T

N
for i← 0 to CF −1 do

z∼N (0,I)
g← SGθ

(QP(tp), tp)
ε ← 2(r||z||2/||g||2)
QP(tp)←

QP(tp)+ εg+
√

2ε(1− i
CF

)dz
// Corrector with
noise decay

end
QP(0)←QP(tp)+

T
N σ2tSGθ

(QP(tp), tp)
// Predictor without
noise

return QP(0)

Assume a well-trained model is obtained by
using the training method discussed above,
and we can then use this trained model
to sample the poses of the separate parts.
We first apply the Predictor-Corrector sam-
pler (PC) proposed by Song et al. [26]
in our framework to sample poses. How-
ever, we find that the PC sampler requires a
large number of sampling steps to achieve
high performance. Fig. 3 in Section 4.4
shows that the PC sampler requires 400
steps to achieve optimal sampling results.
This means it brings a large latency in the
inference stage. Motivated by accelerat-
ing the sampling speed, we propose Fast
Predictor-Corrector sampler (FPC). Algo-
rithm 2 shows the sampling process of our
proposed algorithm. Assume we conduct
N steps sampling with CF steps final cor-
rection. From step N − 1 to step 1, the
algorithm executes the same program as
the Predictor-Corrector sampler algorithm
proposed by [26]. After that, the algo-
rithm conducts CF steps Langevin MCMC
[1, 2, 4, 9] with noise decay for correction.
Finally, a one-step prediction step without
noise is used to obtain the results. d is a pa-
rameter which controls the decay rate of the
noise. The experimental results discussed
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B-Global

B-LSTM

B-Complement

B-DGL

Ours

Ground Truth

Table Chair Lamp

Figure 2: The qualitative comparisons between our algorithm and other baselines. For each
algorithm, we show two generated assemblies. The results show that only our framework is
able to generate diverse results with high quality. It is hardly possible for B-Global, B-LSTM
and B-Complement to generate reasonable results. B-DGL can generate some reasonable
assemblies, but the generated assemblies lack diversity. We show more results in the supple-
mentary.

in Section 4.4 show that our algorithm generates better and more diverse results compared
with that of the original Predictor-Corrector sampler.

The design rationale of the FPC We initially apply N−1 steps of normal PC sampling.
The objective of this stage is to find the approximate value of a reasonable pose. At this
stage, we refrain from implementing noise decay techniques as they could potentially impede
both the convergence of the algorithm and the diversity of the produced results. Then,
once the algorithm finds the approximate value of a reasonable pose, we utilize CF steps
of Langevin MCMC to obtain the exact value of the pose. In the part assembly task, even
slight noise can corrupt the pose. In this case, we implement the noise decay technique at this
stage to avoid corrupting the sampled pose. At this point, the noise decay no longer hinders
convergence and diversity (because the algorithm has already found the approximate value),
but instead enhances the quality of sampling, which brings a more accurate estimation of the
pose. As a result, the algorithm can also achieve better connectivity.

4 Experiment

In this section, we discuss our datasets, baselines, evaluation metrics, experimental results
and ablation study. For the experimental details, please refer to the supplementary.

4.1 Datasets and Baselines

The datasets used for experiments follow [11], which consist of three categories: chair, table
and lamp (these datasets are subsets of PartNet [17], which contain a large number of fine-
grained shapes and hierarchical part segmentations). Chair dataset, Table dataset and Lamp
dataset contain 6,323, 8,218 and 2,207 shapes, respectively.
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We compare our proposed algorithm with B-Global [11], B-LSTM [11], B-Complement
[11] and Dynamic Graph Learning (B-DGL) [11]. The results show that our algorithm
achieves state-of-the-art performance over other baselines.

4.2 Evaluation Metrics
In our experiments, we follow Huang et al. [11] to use Shape Chamfer Distance (SCD) [11],
Part Accuracy (PA) [15] and Connectivity Accuracy (CA) [11] to evaluate the assembly
quality. SCD and PA are used to evaluate the assembly quality of the whole shape and
each individual part, respectively, and CA can show the quality of the connections between
each pair of parts. We generate ten shapes for each set of separate parts in the evaluation
procedure. Quality evaluations are based on Minimum Matching Distance [7], which means
the minimum distance between the assembled shapes and the ground truth is measured for
the quality evaluation.

According to Huang et al. [11], apart from assembly quality, assembly diversity is an-
other crucial aspect of the 3D part assembly task. However, Huang et al. only provide a
qualitative evaluation of the diversity of the assembly algorithm in their paper without pre-
senting a quantitative method to assess the diversity. In the following, we introduce our
proposed metrics, the Quality-Diversity Score (QDS) and the Weighted Quality-Diversity
Score (WQDS).

Diversity Score (DS) [18, 22] evaluates the diversity of the results: The formula of DS is
DS = 1

N2 ∑
N
i, j=1(Dist(P∗i ,P∗j)), where P∗i and P∗j represent any two assembled shapes. How-

ever DS only evaluates the average distances between pairs of transformed shapes but does
not consider whether the shapes are reasonably assembled. Therefore, this metric is not suit-
able for the task of 3D part assembly. To solve this problem, we propose QDS and WQDS
that can not only test the diversity among all transformed shapes but also consider the quality
of these transformed shapes. The formula is shown in Equation 5 and 6. We apply SCD as
the distance metric Dist in QDS and WQDS.

QDS =
1

N2

N

∑
i, j=1

[Dist(P∗i ,P
∗
j) ·1(CA(P∗i )> τq) ·1(CA(P∗j)> τq)], (5)

WQDS =
1

N2

N

∑
i, j=1

[Dist(P∗i ,P
∗
j) ·CA(P∗i ) ·CA(P∗j)], (6)

The only difference between QDS/WQDS and DS is that we add constraints to the compari-
son pair. Specifically, for QDS, the constraint is given by 1(CA(P∗i )> τq) ·1(CA(P∗j)> τq).
In the case of WQDS, the constraint takes the form CA(P∗i ) ·CA(P∗j). As discussed above,
CA evaluates the connectivity accuracy of the algorithms. The constraints for the two metrics
mean that the pair P∗i and P∗j contribute to the diversity value if and only if both assembled
shapes have sufficiently high connectivity accuracy. In other words, both assembled shapes
should have high-quality of connections between each pair of parts. These two new met-
rics, QDS and WQDS, can meet the requirements of our tasks, which involve evaluating the
diversity between reasonably assembled pairs. In our experiments, we set τq = 0.5 for QDS.

4.3 Compare with the Baselines
Table 1 presents the quantitative evaluation results of our algorithm in comparison to other
baselines. It is clear to see that our algorithm attains the highest score in most metrics. These
results indicate that our algorithm can generate diverse and high-quality assembly outcomes.
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Metrics Category B-Global B-LSTM B-Complement B-DGL Ours

SCD ↓
Chair 0.0178 0.0230 0.0197 0.0089 0.0071
Table 0.0077 0.0159 0.0116 0.0051 0.0042
Lamp 0.0111 0.0104 0.0157 0.0105 0.0111

PA ↑
Chair 13.35 8.92 10.99 38.51 44.51
Table 20.01 8.39 15.84 46.57 52.78
Lamp 13.87 28.24 11.57 33.43 34.32

CA ↑
Chair 10.01 11.2 10.59 23.51 30.32
Table 18.08 18.78 15.65 39.63 40.59
Lamp 27.73 28.67 32.2 40.19 49.07

QDS (10−5) ↑
Chair 0.152 0.036 0.086 1.688 3.355
Table 0.2 0.246 0.057 3.048 9.172
Lamp 0.758 0.629 2.814 1.835 6.836

WQDS (10−4) ↑
Chair 0.188 0.074 0.207 0.553 1.71
Table 0.169 0.163 0.180 0.342 1.8
Lamp 0.175 0.211 1.0 0.31 1.02

Table 1: The quantitative comparison between our proposed algorithm and other baselines.
In the testing stage, the sequence of the input parts is randomly shuffled. The results show
our framework outperforms all the baselines for most metrics (only the SCD score of our
framework is slightly below B-LSTM’s SCD in Lamp dataset testing). In particular, the
QDS of our framework outperforms other baselines by a large margin.

Qualitative results are shown in Fig. 2, which compares both the quality and diversity
of our algorithm and other baselines. The results show that only our algorithm can assem-
ble parts in a diverse way while keeping high quality. It is hardly possible for B-Global,
B-LSTM, and B-Complement to generate reasonable results. B-DGL can generate some
reasonable assembly results, but the generated results lack diversity. The substantial diver-
sity offered by our method implies that Score-PA is also suitable for 3D shape design tasks.

4.4 Ablation Study
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Figure 3: The quantitative results among PC, FPC without noise decay and FPC. The three
samplers are tested with the sampling steps from 100 to 550. The results show that our
algorithm has the fastest convergence speed.

Fig. 3 shows the ablation results among the vanilla PC sampler, the FPC sampler with-
out noise decay and the full algorithm of the FPC sampler. The ablation experiments are
conducted on the Chair dataset. We test the three samplers with different sampling steps.
The results of the five metrics consistently show that the convergence speed of the FPC
sampler is much faster than that of the other two algorithms. FPC sampler only requires
200 steps to achieve a relatively high score and 300 steps to achieve optimal performance.
In comparison, the vanilla PC sampler and the FPC sampler without noise decay need 400
steps and 500 steps, respectively, to achieve similar results to FPC (200 steps). The detailed
data can be found in Table 2. Compared with vanilla PC sampler, FPC-200, FPC-250 and
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Samplers SCD ↓ PA ↑ CA ↑ QDS (10−5) ↑ WQDS (10−4) ↑ Avg. Time (s) ↓

PC 0.0073 44.22 26.97 3.078 1.902 0.84 (×1)
FPC w/o decay 0.0072 44.13 28.65 3.629 1.825 0.99 (×0.85)

FPC-200 0.0073 43.52 27.88 2.545 1.612 0.37 (×2.27)
FPC-250 0.0073 44.53 29.27 3.345 1.668 0.47 (×1.79)
FPC-300 0.0071 44.51 30.32 3.355 1.71 0.57 (×1.47)

Table 2: Compare FPC (200, 250 and 300 sampling steps) with the optimal PC and FPC
without noise decay sampler. All the samplers are tested in the same hardware environment
(R9 3900x with RTX 3090).

FPCPC Ground TruthFPC w/o decay

Figure 4: The qualitative ablation experiments
among PC, FPC without noise decay and FPC
(all the samplers are tested with their optimal
sampling steps). The results sampled by FPC
have the best connectivity.

FPC-300 achieve×2.27, ×1.79 and×1.47
acceleration respectively. Besides, the com-
parison between FPC and FPC without
noise decay proves that the technique of
noise decay can indeed help accelerate the
sampling algorithm.

Connectivity accuracy enhancement.
Our proposed FPC algorithm also has a
good performance on connectivity accu-
racy, which can be proved by both the re-
sults shown in Fig. 3 and the qualitative re-
sults shown in Fig. 4. Fig. 4 shows that the
results sampled by PC or FPC without noise
decay are easier to be disconnected (see the
red circles in Fig. 4), while this does not appear in the results sampled by FPC sampler.

5 Conclusion
In this work, we propose a novel framework, Score-PA, for the 3D part assembly task, view-
ing the 3D part assembly as a problem of conditional probability distribution estimation. We
modify the original score-matching objective function [26] for log-conditional-density esti-
mation purposes, and develop a graph neural network for score function modelling. Besides,
we propose a new sampling method, FPC, to speed up the inference of our framework. The
experiments demonstrate that our designed framework achieves the current state-of-the-art
performance over other baselines for both assembly quality and assembly diversity.
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