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A Dataset splits for unseen adverb-action compositions
In this section, we provide further details about our proposed dataset splits for unseen adverb-
action compositions based on the ActivityNet Adverbs [3, 5] and MSR-VTT Adverbs [5, 17]
datasets. In Table 1, we include information about the number of unlabelled samples (i.e.
videos) and the number of unlabelled pairs (i.e. adverb-action compositions) in the dataset
splits. The unlabelled samples are not used by REGADA, but we designed the splits so
that we can fairly evaluate previous work [4] that uses unlabelled samples for training. The
number of unlabelled samples and unlabelled pairs usually ranges from 30% to 50% of the
total number of training samples and training pairs. This is significant, as methods like [4]
use more training data than REGADA while performing significantly worse as observed in
Table 6 in the main paper. We refer to the ActivityNet Adverbs and MSR-VTT Adverbs
datasets as ActivityNet and MSR-VTT respectively.

In addition to the ActivityNet Adverbs and MSR-VTT Adverbs datasets, we use the
VATEX Adverbs dataset [5, 15], and in particular the corresponding splits for unseen adverb-
action compositions introduced in [4]. However, we use the same pre-extracted features as
the current state-of-the-art work [10]. As some of the videos used in the split in [4] are not
available anymore, it is not possible to extract S3D features for those. Hence, this resulted
in fewer samples in the dataset, the number of training samples being reduced from 6921 to
6603, unlabelled samples from 3469 to 3317, and test samples from 3457 to 3293. In the
following, we refer to the VATEX Adverbs dataset as VATEX.
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Dataset # train samples # unlabelled samples # test samples # pairs train # pairs unlabelled # pairs test

VATEX 6603 3317 3293 319 168 316
MSR-VTT 987 306 454 225 114 225
ActivityNet 1490 634 848 635 537 543

Table 1: Statistics of our dataset splits for the retrieval of unseen adverb-action compositions
on the MSR-VTT Adverbs and ActivityNet Adverbs datasets. Statistics are also provided
for the VATEX Adverbs dataset for features from [10].

B Exploring the use of different word embeddings for
unseen adverb-action compositions

Model VATEX ActivityNet MSR-VTT

CLIP [13] 54.5 55.1 57.0
Act. Mod. [4] 53.8 57.0 56.0
ACCLS [10] 54.3 55.1 53.7
ACREG [10] 54.9 53.9 59.0
REGADA 61.7 58.4 61.0
REGADA w2v 60.5 53.1 60.0
REGADA fastText 60.8 53.5 57.3
REGADA GloVe 58.0 54.0 57.7
REGADA GPT-3 63.3 53.5 60.3

Table 2: Effect of using different types of
word embeddings in our REGADA frame-
work on the performance for retrieving unseen
action-adverb compositions on the VATEX,
ActivityNet and MSR-VTT benchmarks. [4]
uses pseudo-labelling.

Our REGADA framework composes ad-
verb and action text embeddings in a shared
embedding space. Specifically, we used
a text model that was jointly trained with
the S3D video model. In this section,
we show results for different choices of
word embeddings. Existing and widely-
adopted word embeddings like GloVe [12],
word2vec [9], and fastText [1] rely on un-
supervised learning techniques to generate
vector representations of words based on
their co-occurrence statistics in a large cor-
pus of text. Specifically, word2vec and
GloVe focus on co-occurrences of words,
whereas fastText uses co-occurrences of n-
gram characters, which can be useful when
dealing with rare words.

Prior works on video-adverb retrieval
leveraged GloVe embeddings of class labels [4, 5], while approaches in zero-shot learning
commonly use word2vec or fastText embeddings as side information [6, 7, 8, 11, 16]. How-
ever, recent advances in language modelling have shown impressive progress on a variety of
natural language processing tasks. For instance, large language models incorporate contex-
tual information at the sentence level and beyond, which could result in more informative and
accurate embeddings. To investigate their usefulness for our retrieval task, we extract word
embeddings with GPT-3 [2] using the OpenAI API for the text-embedding-ada-002
model. While word2vec, fastText, and GloVe provide 300-dimensional embeddings, GPT-3
embeddings have a much larger dimension of 1536. All text embeddings are projected to
400-dimensional vectors before being input into the text encoder. For CLIP [13], we ex-
tract visual CLIP features for each second of the video and CLIP text embeddings from the
action-adverb labels (e.g. cut slowly). We then use the cosine similarity between temporally-
averaged frame features and text embeddings for retrieval.

Table 2 shows that the choice of the text embedding results in significant performance
changes, measured by the binary antonym classification accuracy. REGADA uses text em-
beddings jointly trained with the S3D video model like the other baselines (referred to as
S3D embeddings in the following), and it is able to outperform all the baselines, as shown
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in the main paper. However, from Table 2 it can be observed that REGADA with S3D
embeddings is outperformed by REGADA with GPT-3 embeddings on VATEX, leading to
a performance of 63.3 compared to 61.7 for S3D embeddings. GPT-3 embeddings con-
tain more contextual and fine-grained semantic information but suffer from a significant
reduction in dimensions in the projection. We find that higher-dimensional text embed-
dings perform worse when training data is scarce (e.g. 53.5/60.3 for GPT-3 vs. 58.4/61.0 for
S3D on ActivityNet/MSR-VTT), likely caused by a lack of training data to learn the down-
projection. Overall, word2vec, fastText, and GloVe embeddings yield slightly worse results
than S3D embeddings across datasets.

C Training without antonyms
In Table 3, we present the video-to-adverb and adverb-to-video retrieval performance when
training without antonyms. This task was introduced in [10]. For the results in the main
paper, REGADA is trained with antonyms as negative examples in its triplet loss. As it
might not always be feasible to require adverb-action samples that are additionally annotated
with an adverb-antonym, this scenario inspects the generalisation capabilities of REGADA
to dataset settings with fewer constraints.

When training without adverb-antonyms, REGADA randomly samples an adverb as a
negative sample which is not identical to the positive adverb sample. As there is no access to
information about the adverb-antonym during evaluation, the Acc-A metric cannot be used
in this context.

In Table 3 we can observe that REGADA outperforms all prior methods for this task
across all datasets and metrics For example, on VATEX REGADA obtains a mAP W score
of 0.292 compared to 0.283 for ACCLS. Moreover, REGADA obtains a mAP M score of
0.136 which significantly outperforms ACCLS with a score of 0.108.

HowTo100M [5] Adverbs in Recipes [10] ActivityNet [4] MSR-VTT [4] VATEX [4]
mAP W mAP M mAP W mAP M mAP W mAP M mAP W mAP M mAP W mAP M

Priors 0.446 0.354 0.491 0.263 0.217 0.159 0.308 0.152 0.216 0.086
S3D pre-trained 0.339 0.238 0.389 0.173 0.118 0.071 0.194 0.075 0.122 0.038
TIRG [14] 0.441 0.476 0.485 0.228 0.186 0.111 0.297 0.113 0.195 0.065
Act Mod [5] 0.408 0.352 0.508 0.249 0.187 0.127 0.233 0.134 0.144 0.060
ACCLS

† [10] 0.562 0.420 0.606 0.289 0.130 0.096 0.305 0.131 0.283 0.108
ACREG

† [10] 0.573 0.481 0.667 0.319 0.143 0.093 0.287 0.121 0.282 0.100

REGADA 0.580 0.536 0.668 0.466 0.282 0.211 0.401 0.252 0.292 0.136

Table 3: Results without antonyms during training for adverb-to-video retrieval (mAP W/M).
Higher is better for all metrics. † refers to updated results provided by the authors of [10].

D Comparing REGADA with CLIP
In this section, we present additional video-adverb retrieval results with CLIP [13] in addition
to the retrieval results for unseen compositions (see Table 2).

Similar to the experiment on unseen compositions (see Section B), we use the cosine
similarity between temporally-averaged CLIP frame features and text embeddings for the
retrieval with CLIP. Additionally, we examine the impact of replacing the S3D video/text
embeddings of REGADA with CLIP embeddings (REGADACLIP).
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In Table 4, we can observe that CLIP performs marginally better than the S3D pre-trained
baseline. Using CLIP features in REGADA improves adverb retrieval (Acc-A) slightly on
ActivityNet and VATEX. However, REGADACLIP is worse than REGADA for video re-
trieval, likely caused by inferior visual features when extracting those only from a few video
frames.

ActivityNet MSR-VTT VATEX
mAP W mAP M Acc-A mAP W mAP M Acc-A mAP W mAP M Acc-A

S3D pre-tr. 0.118 0.070 0.560 0.194 0.075 0.603 0.122 0.038 0.586
CLIP [13] 0.120 0.067 0.611 0.206 0.084 0.677 0.129 0.039 0.644

REGADACLIP 0.201 0.151 0.781 0.352 0.142 0.784 0.247 0.098 0.837

REGADA 0.239 0.175 0.771 0.378 0.228 0.786 0.290 0.113 0.817

Table 4: Comparing REGADA with CLIP as a baseline, and when replacing REGADA’s
S3D video/text embeddings with CLIP embeddings (REGADACLIP).

E Seed experiments
In Table 5, we provide experimental results that test the robustness of our model with regard
to the seeds used, as done in [10]. To compute these numbers, we use four seeds and compute
the mean and the standard deviation over these runs. It can be observed that REGADA
achieves a higher mean than the other baselines. Furthermore, the standard deviation with
our model is relatively low.

Adverbs in Recipes [10]
mAP W mAP M Acc-A

Act Mod 0.394±0.023 0.140±0.026 0.843±0.013
MLP+Act Mod 0.407±0.044 0.151±0.033 0.842±0.012
ACCLS

† 0.605±0.001 0.287±0.001 0.841±0.000
ACREG

† 0.611±0.002 0.239±0.007 0.845±0.001
REGADA 0.699±0.004 0.419±0.012 0.876±0.001

Table 5: Performance of our REGADA framework on the Adverbs in Recipes dataset when
using multiple random seeds. † refers to updated results provided by the authors of [10].
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