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Abstract

The task of open-vocabulary object-centric image retrieval involves the retrieval of
images containing a specified object of interest, delineated by an open-set text query.
As working on large image datasets becomes standard, solving this task efficiently has
gained significant practical importance. Applications include targeted performance anal-
ysis of retrieved images using ad-hoc queries and hard example mining during training.
Recent advancements in contrastive-based open vocabulary systems have yielded re-
markable breakthroughs, facilitating large-scale open vocabulary image retrieval. How-
ever, these approaches use a single global embedding per image, thereby constraining
the system’s ability to retrieve images containing relatively small object instances. Alter-
natively, incorporating local embeddings from detection pipelines faces scalability chal-
lenges, making it unsuitable for retrieval from large databases.

In this work, we present a simple yet effective approach to object-centric open-
vocabulary image retrieval. Our approach aggregates dense embeddings extracted from
CLIP into a compact representation, essentially combining the scalability of image re-
trieval pipelines with the object identification capabilities of dense detection methods.
We show the effectiveness of our scheme to the task by achieving significantly better
results than global feature approaches on three datasets, increasing accuracy by up to 15
mAP points. We further integrate our scheme into a large scale retrieval framework and
demonstrate our method’s advantages in terms of scalability and interpretability.

1 Introduction
Retrieving images which include specific objects, according to an on-demand open-set text

query, is an important task in computer vision with numerous practical applications. Per-
forming such targeted searches, especially over unlabeled rare concepts, can be used, for
example, to analyze the performance of an already trained system, to mine hard examples
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Figure 1: Overall retrieval framework: Two-stage operation: Offline, we generate per-image global / aggregated
embeddings via (a) CLIP or (b) Cluster-CLIP. Subsequently, an online stage enables on-demand retrieval using tex-
tual queries. Retrieval is performed by ranking text-image similarity using cosine distance in a shared embeddings
space, with potential acceleration using Large Scale Index (details in Section 3.4). This approach accommodates
any dual-encoder architecture. We present top retrieved images for the query ’bird’ using Cluster-CLIP features.

during training, or to guide the process of gathering the data for manual annotations. Rel-
evant use cases vary in scale from web-scale search (e.g., Google Bard, Microsoft Bing) to
searching in application specific datasets (e.g., e-commerce, automotive, medical applica-
tions). In both cases, scalability and efficiency play critical roles in adopting the technology.

Despite its importance, literature lacks direct references to this task. One possible rea-
son might be the task complexity: common vision-language (VL) representation of open-
set objects was hard to achieve until the accelerated evolution of contrastive-based open-
vocabulary models. These models (e.g., CLIP [57], Florence [74], Coca [73]), trained on
web-scale image-caption data, produce a common embedding space for global image and
caption representations, maximized directly via training. Retrieval is then performed by
ranking the text-image similarity using cosine distance in the common embeddings space
and can be scaled by using frameworks as schematically illustrated in Figure 1. However,
empirical experiments with CLIP using open-set object queries on the similar task of object-
centric retrieval produce less satisfactory results (see Figure 2 and direct quantitative com-
parison in Section 4). In particular, performance degrades with the increase in image com-
plexity and the decrease in relative objects sizes. Alternatively, the use of pure detections
from SoTA open-vocabulary detection frameworks (e.g., OwlViT [47]) is more compatible
with cluttered images but is considered ill-suited for retrieval tasks; Running the detection
model on each image for each query will require an enormous amount of computational re-
sources, while precomputing and saving its internal dense embeddings will require orders of
magnitude more storage.

In this work, we visit the task of object-centric open-vocabulary image retrieval and
present a simple approach to tackle it based on the complementary advantages of classi-
fication and detection open-vocabulary frameworks. The main challenge in this task is to
combine the scalability of image retrieval pipelines, which can operate on huge datasets,
with object-level processing of detection systems that commonly operate on a single image
at a time. A second challenge is to preserve the good zero-shot accuracy obtained from web-
scaled pretrained open vocabulary schemes, which holds significant importance for the task.
We address these challenges by exploring the use of aggregated features in two steps.

As a first step towards the solution, we explore the use of local features, extracting dense
embeddings from an intermediate feature-map of CLIP vision encoder and manipulating
them, keeping CLIP visual-language association as is (abbreviated as Dense-CLIP). Re-
trieval is performed by ranking according to the maximum similarity in each image. In the
experiments, we show that using Dense-CLIP to represent images achieves on-par results to
the OwlViT baseline on all populations and significantly better results on rare objects queries,
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Figure 2: Retrieval examples of (a) CLIP vs. (b) Cluster-CLIP with their corresponding text queries. CLIP
(single global embedding) top-scored images mainly include large objects, whereas Cluster-CLIP, which aggregates
dense embeddings, also retrieves cluttered images with relatively small objects (highlighted in red circles).

with less than half the embeddings per image. With respect to CLIP, which uses one global
feature to represent each image, results are significantly increased by up to 12 mAP points.
Note that while Dense-CLIP retrieval results are impressive, its use alone is not enough since
it enlarges the search space by a large extent, thus impairing potential scalability.

To address scalability requirements, we explore the use of aggregated visual features
by introducing Cluster-CLIP (Fig. 1). Cluster-CLIP aggregates Dense-CLIP’s dense em-
beddings into sparse representatives with distinct local semantics (aggregation module in
Fig. 1). We have examined a variety of aggregation methods that require no training to
the task. By manipulating hyper-parameters of each aggregation method, we check various
points on the accuracy-efficiency tradeoff (see Section 4). Interestingly, we found out that
Cluster-CLIP shows, in some cases, higher retrieval rates than Dense-CLIP (and up to 15
mAP points increase with respect to CLIP) for the small number of 10-50 representatives
per image. The investigation is meaningful in that, as far as we know, it is the first work
to explore and quantify the range between leveraging open vocabulary features as a global
image representation and as local dense embeddings.

To summarize our contributions:

1. We visit the task of object-centric open-vocabulary image retrieval and introduce Dense-
CLIP, which uses CLIP’s local features, keeping its original zero-shot properties.

2. We present Cluster-CLIP which enables scalability via a compact representation.
3. We show the effectiveness of our approaches by achieving significantly better results

compared with a global feature (CLIP) on three datasets: COCO [40], LVIS [20], and
nuImages [7], increasing retrieval accuracy by up to 15 points.

4. We integrate Cluster-CLIP into a retrieval framework, showcasing its scalability and
presenting empirical evidence of its efficacy through plausible results.

2 Related Literature
Our work is closely related to research on instance retrieval frameworks, cross-modal re-
trieval, and open-vocabulary VL models. We briefly review related work in these domains.

Instance Retrieval Frameworks. Way before the deep learning era, large scale image-to-
image retrieval research was dominated by mining for large-sized geographical landmarks
applications, presenting methods that use local handcrafted features [6, 43] to query from
large databases of descriptors [43, 46, 52], sometimes followed by aggregation techniques
such as BoW [60], FV [27], and VLAD [26]. Later, at the beginning of the learning era, the
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use of learnable CNN’s global descriptor [2, 3, 18, 54], local descriptors [4, 23, 51], or a
combination of both [9, 59, 70] has been proposed, introducing accuracy gains with respect
to the use of handcrafted features. Compared to these works, our application focuses on
the open-vocabulary text-to-image retrieval task, yet draws inspiration from the use of local
descriptors and aggregation methods that lacks in current cross modal retrieval literature.

Cross-Modal Retrieval. Aligning vision and language has a long-standing history of re-
search (e.g., [1, 15, 17, 34, 48]). Among early cross-modal retrieval works, one line of
research suggests learning a shared VL embedding space via a dual-path architecture [11,
13, 14, 31, 37, 61, 63]. Exemplars include VSRN [37], which employs bottom-up attention
and visual semantic reasoning, and PCME [11], which represents samples as probabilistic
distributions. Another approach suggests using joint image-text modules [24, 28, 35, 41,
66, 68, 76]. However, this necessitates processing all images per new text query, limiting
scalability for cross-modal retrieval. A commonality across these early works is that they
learn vision-language (VL) alignment using medium-sized datasets, like MS-COCO [40] or
Flicker30K [72], resulting in decreased performance on novel datasets.

Recently, a novel paradigm that performs Visual-Language pre-training on larger datasets
has emerged [10, 25, 36, 38, 44, 62]. This paradigm has catalyzed a transformative shift
in the field driven by VL models pre-trained on massive web-scale corpora (CLIP [57],
ALIGN [29], and others [65, 67, 73, 74, 75]), allowing high zero-shot performance on di-
verse datasets and enabling open-vocabulary retrieval. As before the VL pre-training era,
some of these works employ a joint image-text module [10, 36, 38, 67] that limits their
scalability for cross-modal retrieval. In contrast, a more relevant line of research adopts a
dual-stream approach that generates a shared embedding space for global image and caption
representations, providing a straightforward solution for caption-based image retrieval tasks
[29, 39, 57]. This line of work can be easily integrated into the retrieval scheme presented
in Fig. 1. However, our study reveals that directly using global image representation for
object-centric retrieval yields sub-optimal results, particularly for small-sized objects.

Open-Vocabulary Region-Level Representation. This line of research employs VL pre-
training for open-vocabulary object-centric tasks, such as object detection, by using region-
level representation and supervision [79]; Out of which, most relevant to us are two stream
approaches [8, 32, 42, 45, 69, 78]. Some of these works utilize a class-agnostic object detec-
tor for region proposals [16, 19, 77], restricting the system’s open-vocabulary capabilities.
In contrast, others divide the image into a grid [49, 58, 71]. A representative example of
the latter is OwlViT [47], which is a SoTA dual-encoder open-vocabulary object detector.
However, using an object detection framework directly is unfeasible for retrieval due to the
need to process every image in the dataset for each new query, leading to significant com-
putational demands. Alternatively, storing the internal embeddings of each image for the
detection framework would entail a substantial increase in storage requirements, making it
impractical. As our method is compatible with any dual-encoder VL open-vocabulary model,
it presents a solution for leveraging progress in this line of research. For demonstration, we
employ Cluster-CLIP architecture with the OwlViT backbone (see supplementary materials).

3 Method
The first parts of this section focus on the creation of the image embeddings and are orga-
nized as follows: Section 3.1 briefly reviews the implementation details of CLIP [57], which
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Figure 3: Simplified overview of image encoders: Encoders receive image I ∈ RH×W×3 as input. Dense-CLIP
uses only the value (V) and output (O) linear layers of CLIP’s Multi-Head Attention module. Cluster-CLIP clusters
Dense-CLIP output and transfers a single representative per cluster.

produces one embedding per image. Following, Section 3.2 presents Dense-CLIP1, which
creates dense embeddings while keeping the same embedding space as CLIP. Finally, Sec-
tion 3.3 presents Cluster-CLIP (which sets an aggregation module on top of Dense-CLIP)
and counts several clustering instantiations to create a compact representation. The last part
of the section (3.4) presents the whole retrieval framework, as illustrated in Figure 1.

3.1 Preliminaries: CLIP
CLIP [57] is a vision-language model, pretrained on massive amounts of web-scaled image-
caption data via contrastive learning. It consists of two separate streams: a text-encoder,
implemented as a transformer [64], and a vision-encoder, implemented either by a modified
ResNet backbone [22] or by a ViT backbone [12]. In both cases, the last layer is a multi-head
attention layer, which sums information from all the pixels in the input tensor weighted by
their similarity to a query vector and projects it by an output linear layer (Fig. 3, left). The
multi-head attention layer for the modified ResNet backbone is formulated as:

y = out
(
concat

[
y1,y2, ...,yM]) , ym = so f tmax

(
qm(x̄) · km(X)T√

Cq

)
vm(X) (1)

Here X ∈ RK×Ce is the input tensor and y ∈ R1×Co is the output embedding (one global
vector of Co channels in the output representation of CLIP). x̄ = 1

K ∑
K
i=1 xi represents the

average of all spatial locations, {xi}K
i=1, of the input tensor X . qm : RCe →RCq , km : RCe →RCq ,

vm : RCe → RCv and out : RMCv → RCo are respectively the query, key, value and output linear
layers, where m ∈ {1 . . .M} is the index of a specific head in the multi-head architecture and√

Cq is a normalization factor. The described attention layer, which sums information from
all spatial locations of the input tensor, is optimized to capture the "average" semantics in
the image as forced to match the embedding of the corresponding caption. A reasonable
hypothesis, also raised in [78], is that the average semantic is built upon local semantics,
already captured by the spatial locations at the input to the attention layer.

3.2 Dense-CLIP Module
Inspired by the use of dense embeddings in detection frameworks and based on the above
hypothesis, we use the following reformulation of CLIP multi-head attention layer:

yi = out
(
concat

[
y1

i ,y
2
i , ...,y

M
i
])
, ym

i = vm(xi) (2)

1we note that this is similar yet distinct from the denseCLIP defined in [78] and similarly used in [58] as they
use a fine-tunning process and address different tasks.
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Compared to the previous formulation, here the output embedding Y ∈ RK×Co is a tensor,
and yi is the representation of its i’th spatial pixel: {yi ∈ R1×Co}K

i=1. This reformulation,
implemented by removing the query and key linear layers and implementing the value and
output linear layers as 1x1 convolutional layers (with the same weights), essentially creates
dense patch embeddings with the same output space as CLIP (Fig. 3, middle). We use it
as is, without fine-tuning. Empirical results at Section 4 reveal that Dense-CLIP achieves
on-par retrieval accuracy as SoTA detection frameworks (i.e. OwlViT [47]) with fewer rep-
resentatives. Given this finding, we next explore whether we can further reduce the number
of representatives and to which extent.

3.3 Cluster-CLIP
To improve scalability, we introduce Cluster-CLIP, which produces aggregated embeddings
by an additional aggregation module on top of Dense-CLIP embeddings. The aggregation
module first clusters the dense features predicted by Dense-CLIP (Y = {yi}K

i=1) within N
clusters, denoted as {C j}N

j=1, where C j ⊂ Y and N << K. Then, it transfers one represen-
tative embedding per cluster (the average of the embeddings within the cluster) for future
retrieval use (see Figures 1 and 3 right). Note that the aggregation module is generally de-
fined, and many clustering variants fit into it. We empirically examined a variety of clustering
mechanisms and present here the most effective methods (while deferring the complete list
and full implementation details to the Supplementary Materials):

K-Means (Cluster-CLIP, K.M.). In this method, we perform K-Means clustering on top
of each image’s dense embeddings. Once clustered, the representatives of an image are the
clusters’ centroids. Examples of interest that demonstrate grouping by semantic similarity
can be seen in Figure 4.
Agglomerative Clustering (Cluster-CLIP, AG.). This method applies Agglomerative clus-
tering (hierarchical clustering using a bottom-up approach) where the average embedding
from each cluster is declared as the cluster representative. Results are presented with con-
nectivity constraints (AG-T) and without (AG-F).

Region Proposals (Cluster-CLIP, R.P.). In this method, we use Segment Anything (SAM)
[33] to segment each image. Cluster-CLIP is then provided with both the image and the
masks, with the masks serving as guidance for aggregating the dense embeddings.

3.4 Overall Framework
A schematic illustration of our overall framework is shown in Fig. 1. Our framework con-
sists of two separate stages. The first stage receives a dataset of images as input and uses
an image encoder from a vision-language model to create embeddings through sequential
processing, followed by indexing to allow a quick approximate nearest neighbour (ANN)
search. In our experiments, we considered embeddings based on global embedding strategy
(i.e., from CLIP), local embedding strategies (OwlViT, Ours: Dense-CLIP), and aggrega-
tions (Ours: Cluster-CLIP). The second stage receives two inputs: the large scale index
created in the first stage and a textual object query wrapped by textual prompt/s. Process-
ing includes applying the corresponding text encoder (of the same vision-language model)
to create a search vector, followed by an ANN search to get a final list of ranked images.
Any dual-encoder vision-language model can be integrated into this scheme. Notice that
whereas the first stage is computationally expensive (i.e., in terms of number of FLOPS), it
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is executed only once. The above partitioning into two separate flows essentially allows us
to refer to the index as given, enabling on-line interactive retrieval at the second stage. This
is a significant advantage compared to object detection pipelines. The performance of the
on-line system is dominated by the tradeoff between the quality of representation, the num-
ber of representatives per image, and the parameters of the ANN search. In our experiments,
we follow common practice and exclude the last factor, as it is not the scope of our work,
and report quantitative results based on ranking all images by cosine similarity.

4 Experiments
We evaluated our approach on the task of object-centric image retrieval on three publicly
available datasets (COCO [40], LVIS [20] and nuImages[7]), using datasets’ semantic cate-
gories as queries. We compared the performance, in terms of retrieval accuracy vs. number
of embeddings, to global and local features from existing methods. Our approach demon-
strates increased performance with a small number of representatives per image, thereby
allowing scalability with better retrieval rates.

4.1 Datasets and Metrics
COCO 2017 [40] is a very popular object detection and instance segmentation dataset of
common objects in context, consisting of 120K training images and 5K validation images,
fully annotated with 80 semantic categories. Categories are varied from large objects (e.g.,
car, elephant, tv, refrigerator) to much smaller objects (e.g., fork, book, bird, frisbee, donut).
LVIS [20] is a federated dataset, which includes 20K images in its validation set, intensively
used on the long-tail object detection task [5, 19, 47, 77]. LVIS is annotated with 1203 se-
mantic categories, 337 of which are considered rare objects (less than 10 training examples).
In our experiments, we separately report a retrieval metric for rare objects as an applicable
approximation for the open-set retrieval task.
nuImages [7] is a public autonomous driving dataset, significantly different from the for-
mer two datasets in terms of resolution, context, RGB distribution and annotated classes.
nuImages validation set includes 16.5K images, 1600x900 sized, annotated with 23 diverse
semantic categories. In the experiments, we define 7 of them (those that appear in less than
0.3% of the total annotations number) as rare categories, reporting their accuracy separately.
Evaluation Protocol. We evaluated our pipeline in two steps: a first processing step used to
store the embeddings followed by a ranking step, which uses the datasets’ categories names
as queries and sorts all images in descending order of relevance per query, based on the
maximal similarity over all patches. For each query, images are declared as true positive if
they include an object of that category. We report mean average precision (mAP), as widely
reported in retrieval tasks [9, 50, 51, 55, 70], and mAP@50 (defined in [21]), previously used
in [42], which considers top-k images only, as our main criteria for comparison.
Implementation Details. We used the CLIP backbones from the CLIP [56] library. Cluster-
ing (K-Means and hierarchical clustering) was performed via the sklearn library [53]. Region
proposals were calculated by Segment Anything (SAM) [33] library and tuned with different
number point-prompts (64, 256 and 1024 points) which created, approximately 25, 50 and
100 representatives per image. All Dense-CLIP and clustering experiments were conducted
on 1 Nvidia GPU machine. Images were resized to a square aspect ratio following hyperpa-
rameter search, and positional embeddings were interpolated to match the resolution of the
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COCO LVIS LVIS-rare
Backbone Res. #rep. mAP@50 mAP mAP@50s−m mAP@50 mAP mAP@50 mAP
VSRN, Flicker30K 600 1 44.28 37.23 21.49 31.56 37.35 10.52 11.53
VSRN, COCO-Caption 600 1 70.29 52.33 30.99 42.09 45.60 20.46 21.36
PCME 224 7 69.69 57.98 29.98 47.38 51.06 27.85 28.58
CLIP, RN50 224 1 56.70 50.80 21.91 52.69 55.94 39.84 40.74
CLIP, RN50x4 288 1 64.58 56.39 29.39 57.85 60.35 43.37 44.28
CLIP, RN50x64 448 1 70.62 61.03 36.60 62.60 64.71 53.14 53.92
OwlViT, ViT-B/32 768 576 77.31 70.37 52.22 66.09 67.86 42.60 42.95
OwlViT, ViT-B/16 768 2304 74.96 65.91 47.02 61.28 63.39 34.75 35.82
OwlViT, ViT-L/14 840 3600 76.61 71.06 58.95 66.15 67.86 40.62 41.10
Dense-CLIP, RN50 512 256 58.83 (+2.13) 52.35 (+1.55) 32.58 (+10.67) 55.41 (+2.72) 57.46 (+1.52) 38.80 (-1.04) 39.86 (-0.88)

Dense-CLIP, RN50x4 512 256 69.61 (+5.03) 62.10 (+5.71) 41.18 (+11.79) 63.88 (+6.03) 65.88 (+5.53) 55.32 (+11.95) 56.40 (+12.12)

Dense-CLIP, RN50x64 448 196 77.78 (+7.16) 69.65 (+8.62) 51.47 (+14.87) 70.86 (+8.26) 71.80 (+7.09) 57.97 (+4.83) 58.72 (+4.80)

CLIP + Dense-CLIP, RN50 512 257 67.27 (+10.57) 59.33 (+8.53) 34.99 (+13.08) 61.32 (+8.63) 63.02 (+7.08) 46.96 (+7.12) 47.82 (+7.08)

CLIP + Dense-CLIP, RN50x4 512 257 66.21 (+1.63) 58.08 (+1.69) 29.80 (+0.41) 61.82 (+3.97) 64.12 (+3.77) 49.49 (+6.12) 50.35 (+6.07)

CLIP + Dense-CLIP, RN50x64 448 197 77.48 (+6.86) 69.45 (+8.42) 48.73 (+12.13) 72.24 (+9.64) 73.36 (+8.65) 61.68 (+8.54) 62.33 (+8.41)

Cluster-CLIP, K.M., RN50x64 448 10 78.67 (+8.05) 63.66 (+2.63) 46.69 (+10.09) 62.72 (+0.12) 64.11 (-0.6) 51.66 (-1.48) 52.45 (-1.47)

Cluster-CLIP, AG-T., RN50x64 448 10 76.72 (+6.10) 64.00 (+2.97) 45.03 (+8.43) 63.70 (+1.1) 65.16 (+0.45) 49.53 (-3.61) 50.38 (-3.54)

Cluster-CLIP, AG-F., RN50x64 448 50 78.35 (+7.73) 69.84 (+8.81) 51.95 (+15.35) 71.63 (+9.03) 72.60 (+7.89) 58.29 (+5.15) 59.07 (+5.15)

Cluster-CLIP, R.P., RN50x64 448 91 79.24 (+8.62) 69.43 (+8.4) 50.51 (+13.91) 70.74 (+8.14) 71.92 (+7.21) 58.28 (+5.14) 58.88 (+4.96)

CLIP + Cluster-CLIP, K.M, RN50x64 448 11 75.51 (+4.89) 64.60 (+3.57) 41.61 (+5.01) 66.39 (+3.79) 67.96 (+3.25) 57.02 (+3.88) 57.73 (+3.81)

CLIP + Cluster-CLIP, AG-T, RN50x64 448 11 75.42 (+4.8) 65.19 (+4.16) 43.22 (+6.62) 67.16 (+4.56) 68.64 (+3.93) 57.15 (+4.01) 57.85 (+3.93)

CLIP + Cluster-CLIP, AG-F, RN50x64 448 51 77.06 (+6.44) 69.03 (+8.00) 48.08 (+11.48) 71.79 (+9.19) 73.02 (+8.31) 60.92 (+7.78) 61.61 (+7.69)

CLIP + Cluster-CLIP, R.P., RN50x64 448 92 77.75 (+7.13) 68.59 (+7.56) 46.75 (+10.15) 71.26 (+8.66) 72.59 (+7.88) 60.98 (+7.84) 61.21 (+7.29)

Table 1: Evaluation results on COCO2017 and LVIS val sets. First and second best scores are marked in red and
blue. Using Dense-CLIP improves retrieval accuracy but increases the number of features. Using Cluster-CLIP
compensates both, enabling scaling.

image. For a fair comparison, we ensemble over the embeddings space of the 7 best CLIP
prompts [47] in all VL pre-trained modules. Full architectures descriptions, design choices,
and hyperparameters are specified in the supplementary.
Baselines. We compare our work with existing global embeddings from CLIP and local
embeddings from OwlViT [47]. As described in Section 2, OwlViT is an open-vocabulary
dual-branch VL detection model that achieves SoTA results, making it a strong baseline for
our task. It is pre-trained on a web-scale dataset and then fine-tuned for open-vocabulary
object detection, which can lead to a forgetting effect. For image representation, we directly
used local embeddings from OwlViT’s ViT [12] vision-encoder output, excluding bounding
boxes prediction. We additionally compare to dual-stream cross-modal retrieval methods
preceding CLIP that are trained on distinct medium-size datasets using caption annotations.
Specifically, we compare to PCME and VSRN trained on COCO using the split defined
in [31] and to VSRN trained on Flicker30K [72] (VSRN is referred to as either ‘VSRN,
COCO-Caption’ or ‘VSRN, Flicker30K’, depending on the dataset).

4.2 Results
Dense-CLIP Results. Tables 1 and 2 compare the retrieval results of Dense-CLIP to the
baselines. The ’#rep.’ column shows the average number of embeddings for each image.
Dense-CLIP achieves on-par results compared to OwlViT with fewer embeddings per image
and leads to a significant and consistent improvement of up to 12 points in the retrieval
rates over CLIP. Furthermore, Dense-CLIP surpasses VSRN and PCME on COCO and, to a
greater extent, on LVIS, even when the latter two were fine-tuned on these datasets’ images.
Small object retrieval (mAP@50s−m in Table 1) benefits from the use of local features, where
Dense-CLIP achieves competitive results with respect to OwlViT. Rare object retrieval (right
side of the tables) proved to be more difficult (lower accuracy). Interestingly, results show
higher retrieval rates for CLIP over OwlViT, maybe because of forgetting effects due to
finetuning. Dense-CLIP shows a significant improvement over all baselines, exploiting CLIP
open vocabulary representations in a dense manner.
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nuImages nuImages - rare
Backbone res. #rep. mAP@50 mAP mAP@50 mAP
PCME 224 7 25.67 15.08 0.2 0.75
CLIP, RN50 224 1 27.20 17.61 0.84 1.58
CLIP, RN50x4 288 1 28.62 19.07 2.70 3.39
CLIP, RN50x64 448 1 31.93 20.77 3.16 4.28
OWL-ViT, ViT-B/32 768 576 36.93 27.19 1.88 2.48
OWL-ViT, ViT-B/16 768 2304 33.45 26.65 2.25 2.58
OWL-ViT, ViT-L/14 840 3600 30.30 25.10 2.12 3.43
Dense-CLIP, RN50 768 576 31.64 (+4.44) 24.93 (+7.32) 3.33 (+2.49) 4.95 (+3.37)

Dense-CLIP, RN50x4 768 576 32.04 (+3.42) 26.77 (+7.70) 2.80 (+0.10) 4.88 (+1.49)

Dense-CLIP, RN50x64 768 576 34.08 (+2.15) 30.74 (+9.97) 10.11 (+6.95) 10.88 (+6.60)

CLIP + Dense-CLIP, RN50 768 577 32.60 (+5.40) 25.68 (+8.07) 3.41 (+2.57) 5.13 (+3.55)

CLIP + Dense-CLIP, RN50x4 768 577 33.79 (+5.17) 25.94 (+6.87) 6.32 (+3.62) 7.70 (+4.31)

CLIP + Dense-CLIP, RN50x64 768 577 37.95 (+6.02) 31.26 (+10.49) 10.23 (+7.07) 11.24 (+6.96)

Cluster-CLIP, K.M., RN50x64 768 10 37.87 (+5.94) 25.02 (+4.25) 6.07 (+2.91) 6.93 (+2.65)

Cluster-CLIP, AG-T., RN50x64 768 10 40.55 (+8.62) 27.28 (+6.51) 7.35 (+4.19) 8.51 (+4.23)

Cluster-CLIP, AG-F., RN50x64 768 50 37.00 (+5.07) 30.61 (+9.84) 9.32 (+6.16) 10.40 (+6.12)

Cluster-CLIP, R.P., RN50x64 768 97 40.05 (+8.12) 30.05 (+9.28) 9.10 (+5.94) 10.16 (+5.88)

CLIP + Cluster-CLIP, K.M., RN50x64 768 11 39.78 (+7.85) 26.95 (+6.18) 8.13 (+4.97) 9.15 (+4.87)

CLIP + Cluster-CLIP, AG-T, RN50x64 768 11 40.24 (+8.31) 28.06 (+7.29) 8.82 (+5.66) 9.80 (+5.52)

CLIP + Cluster-CLIP, AG-F, RN50x64 768 50 38.55 (+6.62) 30.75 (+9.98) 9.10 (+5.94) 10.37 (+6.09)

CLIP + Cluster-CLIP, R.P., RN50x64 768 98 40.54 (+8.61) 29.84 (+9.07) 8.84 (+5.68) 10.15 (+5.87)

Table 2: Evaluation results on nuImages val set. First and second best scores are
marked in red and blue.

Figure 4: Top matching
clusters.

Cluster-CLIP Results. We empirically studied the use of aggregated features using several
clustering mechanisms, described in section 3.3. Fig. 5 displays Cluster-CLIP’s results
for different clustering methods and numbers of clusters, while promising working points
are presented in the sixth parts of Tab. 1 and 2 (see results for RN50/x4 backbones in the
supplementary). To reduce variance, all results are averaged across three experiments.

Notably, K.M. and AG-F (blue and lime) outperform Dense-CLIP when employing a
modest count of 10 representatives per image on COCO. With a larger representatives budget
of 50, aggregating the dense features according to R.P. (star markers) is made an alternative
clustering mechanism. On LVIS, which has almost twice the number of instances per im-
age compared to COCO, AG-F with 50 representatives achieves the highest retrieval rates.
Interestingly, while AG-F and K.M. share certain clustering characteristics, it appears that
AG-F bottom-up clustering is preferred when fine-grained understanding is required (as in
LVIS) and on small objects. On nuImages, AG-T and R.P., which incorporate localization
considerations into the clustering process, outperform other mechanisms with merely 5-50
representatives, implying localization is a strong cue for clustering in high-resolution im-
ages. As mentioned, Cluster-CLIP outperforms Dense-CLIP in several cases. This can be
explained by noticing that applying clustering to the output of Dense-CLIP introduces two
conflicting phenomena. On the one hand, clustering reduces the number of representatives
per image, thereby decreasing the presence of distractors. On the other hand, averaging
across multiple patches may lead to the averaging out of small-sized objects or fine-grained
details, potentially hindering performance.

We consider the above results as key contributions, highlighting the potential of aggre-
gated features to offer both efficiency and performance.

Mixed Architectures. We found that in many cases, Dense-CLIP and Cluster-CLIP embed-
dings are in fact complementary to the global embedding produced by CLIP, and those can be
effectively combined to boost their performance (referred to as CLIP + Dense/Cluster-CLIP).
Results are reported in the fifth and seventh part of Tables 1 and 2. Notably, incorporating
CLIP embeddings enhances Dense-CLIP results by up to 3.8 mAP@50 points. Moreover,
integrating CLIP embeddings into Cluster-CLIP boosts results by up to 7.6 mAP@50 points
while reinforcing its efficacy across tasks.
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Figure 5: Cluster-CLIP accuracy-efficiency scatter plots: retrieval accuracy (mAP@50) vs. average
numbers of embeddings per image for COCO, LVIS and nuImages datasets. Top left is better. Cluster-
CLIP achieves high accuracy for the small number of 10-50 embeddings per image.

4.3 Qualitative Results with Overall Framework
We build a simple image retrieval framework to study the behavior of Cluster-CLIP aggre-
gated embeddings (Figure 1). For demonstration purposes, we use an index consisting of
120K COCO training set images. Specifically, we used Cluster-CLIP with RN50x64 back-
bone and K-Means with 10 centroids, then utilized FAISS [30] to map the embeddings into
a large-scale index. Interactive querying is enabled using text or image queries (created by
CLIP text or image encoder). Qualitative examples of interest are demonstrated in Figures
1, 2 and 6. Please refer to the Supplementary Materials for additional qualitative examples.

5 Conclusions
We examine the possible use of local features for the object-centric image retrieval task
and introduce Dense-CLIP, which extracts dense embedding, manipulated such that CLIP
vision-language association is kept. We compare our method with the use of global features
extracted from CLIP with the same backbone and report a significant increase in retrieval
rates of up to 12 mAP points. Compared to SoTA detection pipelines, our results are com-
petitive, with a significant increase in retrieval rates for rare categories.

Practically, utilizing local features within a retrieval framework significantly enlarges
the search space, impairing scalability. To address this, we introduce Cluster-CLIP, which
innovatively represents images using features aggregated from local features. Our approach
achieves improved retrieval rates with fewer representatives, practically enabling scaling.
From a broader perspective, the potential use of compact representation to efficiently carry
useful image information is interesting by itself and might contribute to future work on a
wide range of applications (e.g., detection, segmentation, image generation).

Figure 6: Qualitative Examples: top-1 retrieved images with Dense-CLIP heat-maps for rare textual
and visual queries. Index created from 120K images with K.M. clustered embeddings.
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