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Abstract

With the advancement of face forgery technologies, the high-fidelity generation and
substitution of human faces have become increasingly prevalent, leading to an emerging
research topic of face forgery detection. Despite the outstanding performance of current
face forgery detectors in benchmark datasets, their real-life application is fraught with
challenges due to complex scenarios. Therefore, we propose a self-supervised adversar-
ial training network to enhance the robustness of face forgery detection, promoting their
applicability in real-life scenarios. We generate multiple adversarial examples using a
pool of attack strategies and strengthen the sensitivity to perturbations by compelling the
model to predict these attack strategies. Additionally, we employ an adversarial train-
ing strategy to dynamically generate the most challenging adversarial examples for the
current model. A fast training strategy is proposed to reduce the computation cost of
adversarial training. Through extensive experiments, we demonstrate that our approach
significantly outperforms the baseline and state-of-the-art methods in terms of robustness
to perturbations.

1 Introduction
Auto-Encoders [9, 17, 24] and the generative adversarial network (GAN) [11, 26, 30] have
emerged as powerful tools for face forgery, enabling high-fidelity generation and substitution
of human faces with minimal complexity. Current face forgery detectors [8, 25, 29] exhibit
outstanding performance in benchmark datasets. However, their real-life application faces
significant challenges due to complicated scenarios, such as low resolution, multiple faces,
adversarial perturbations and corruptions caused by image processing operations. Therefore,
developing robust face forgery detectors remains a critical area of research.
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Figure 1: Overview of our approach. The generator takes forgery faces as input and outputs
the attack strategies that are further used to generate adversarial examples. The discrimi-
nator is designed to not only predict the authenticity of inputs but also the attack strategies
employed. Adversarial training is proposed between the generator and the discriminator.

Attempts have been made in recent arts to enhance the robustness. Some studies [21, 29]
suggest compressed artifacts exhibit greater stability at high frequency, and focus on mining
frequency features. However, these approaches are not generalizable across real-life scenar-
ios, as frequency features can vary significantly between them. Besides, adversarial training
has been utilized to improve the robustness of neural networks at the learning mechanism
level [12, 37, 42]. But conventional adversarial training [12, 14, 23] is limited by its abil-
ity to defend against certain types of adversarial attacks. And the generation of adversarial
examples can be computationally expensive, particularly in the context of video-level face
forgery detection.

Therefore, we propose a self-supervised adversarial training network. The pipeline of
our method is shown in Figure 1. To generate multiple adversarial examples for adversarial
training, the generator is introduced to take fake faces as input and output the correspond-
ing attack strategies, which include both the algorithms and the magnitude of perturbations.
In addition to predict the authenticity, the discriminator is also required to predict the at-
tack strategy of an input, which improves its sensitivity to perturbations and maximizes the
utilization of the adversarial space. We employ an adversarial training framework to dy-
namically generate the most challenging adversarial examples for the current discriminator.
Furthermore, to reduce the computation cost of adversarial training, we propose a fast train-
ing strategy by saving network parameters for generating adversarial examples of subsequent
frames.

After comparing our approach to the baseline Xception [8] using the ROC curve, it is
evident from the results shown in Figure 3 that our approach is highly effective. Extensive
experiments demonstrate that our approach significantly outperforms current state-of-the-art
methods in terms of robustness to perturbations.

2 Related Work
Face Forgery Detection. Recent studies have made various attempts for face forgey detec-
tion. Specifically, classic network structures such as Xception [8] and EfficientNet [34] have
been utilized for face forgery detection in the spatial domain. Other studies [7, 29] have
focused on high-frequency information that is more stable in artifacts and have achieved
promising results for highly compressed videos. Li et al. [20] have proposed a novel ap-
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proach that does not rely on forged samples, but instead targets the fusion traces for detec-
tion. However, current detectors are restricted to constrained datasets, which limits their
applicability in real-life scenarios.

Adversarial Training. Adversarial examples are images that have been modified with
imperceptible perturbations, causing neural networks to produce inaccurate results [33]. Ad-
versarial training involves training models with adversarial examples as a form of data aug-
mentation. Goodfellow et al. [12] first proposed the fast gradient sign method in adversarial
training, which improved the robustness of models. Madry et al. [23] introduced the PGD
attack and clarified the concept of adversarial training as a min-max optimization. However,
generating adversarial examples can be computationally expensive, and there is a trade-off
between model accuracy and robustness in adversarial training [38].

3 Method
In this section, we introduce our approach in four distinct parts: the generation of adversarial
examples, self-supervised tasks, adversarial training and the fast training strategy.

3.1 Generating Adversarial Examples
We select four distinct types of adversarial attacks: gradient-based BIM [18], hyperplane-
based Deepfool [27], optimization-based C&W [5], and black-box attack using gradient
estimation [15]. These adversarial attacks are labeled as Ag ∈ {0,1,2,3,4}, where 4 repre-
sents a no-attack choice to use the original fake faces. The distance between adversarial and
original examples measured by L∞ metric is represented by Mg. To ensure that adversarial
perturbations are imperceptible, we set the continuous value of Mg ∈ [−0.3,0.3] [12].

BIM. Following [5, 28], we define F to be the full neural network, including the softmax
function, Z(x) to be the output of all layers except the softmax. We adopt the loss function in
line with previous work [5], which is optimized using the iterative gradient sign method [18],
while also constraining the magnitude of the perturbation:

minimize loss(x) = max(Z(x) f ake−Z(x)real ,0)
such that xi = xi−1− clipε(α · sign(∇loss(xi−1)))

(1)

where the function clip performs per-pixel clipping, and the result will be in the L∞ ε-
neighbourhood of the input x. In our experiments, we use α = 1/255 to change the value of
each pixel. We continue with gradient descent iterations until we achieve attack success or
reach the maximum number of iterations.

C&W. The process of generating adversarial examples for fake faces can be defined as
finding the shortest distance between the adversarial and original examples. However, since
the discriminator network is highly non-linear, we define an objective function f such that
F(x+δ ) = real if and only if f (x+δ )≤ 0.

As suggested in [5], we use the L2 metric to measure the distortion, introduce a new
variable h as a box-constraint, and use the best objective function to reformulate the problem:

minimize ||1
2
(tanh(h)+1)− x||22 + c · f (

1
2
(tanh(h)+1)) (2)
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with f defined as:

f (x) = max(Z(x) f ake−Z(x)real , κ) (3)

Algorithm 1 Deepfool
Input: Image x,classifier F ▷ x is an image, F is a binary classifier
Output: Adversarial example x̂ ▷ x̂ : with the minimum perturbation

1: Initialize x0← x, i← 0 ▷ Keep iterating over the xi
2: while F(xi) = F(x0) do ▷ Stop when xi changes the sign of F
3: δi←− F(xi)

||∇F(xi)||22
∇F(xi) ▷ F is linearized around the current point xi

4: xi+1← xi +Si ▷ xi adds this distance
5: i← i+1 ▷ Enter the next iteration
6: end while ▷ End when switches to the other side of the hyperplane
7: return x̂ = xi ▷ Return the adversarial example of minimum perturbation

Notice that we have added a constant c = 0.001 to the objective function to ensure that
it respects our definition. Additionally, we can control the confidence by adjusting the value
of κ , which is set to 20 in our experiment.

Deepfool. As a binary classification, the detection of face forgery relies on the classifier
hyperplane. Deepfool [27] suggests computing the shortest distance between the original
examples and the classification boundary, i.e. ∆(x; F)2. An iterative approach is employed
to estimate ∆(x; F), with the adversarial examples being updated until they are misclassified.
The Deepfool algorithm is outlined in Algorithm 1.

Black-box Attack. In the case of a black-box attack, it is assumed that the attacker
has no access to the network architecture or parameters. Therefore, NES [15] proposes
maximizing the class probability F(x)real under a search distribution, which enables gradient
estimation in far fewer queries than typical finite-difference methods.

maximize Eπ(φ |x)[F(φ)y] (4)

where π(φ |x) denotes a a search distribution of random Gaussian noise around input x.
That is, we have φ = x+σζ , where ζ ∼N (0, I). Once the gradient is estimated, we generate
adversarial examples using BIM.

3.2 Self-Supervised Tasks
To strengthen the sensitivity to perturbations, our approach involves introducing auxiliary
tasks to predict both the algorithm and the magnitude of perturbations of adversarial exam-
ples. We design separate loss functions for each task and combine them using appropriate
weighting during optimization.

Main task loss Lmain. The main task is a binary classification task that involves distin-
guishing between real and forgery images. To achieve this objective, we have adopted the
AM-Softmax Loss function, as recommended by [22]. This loss function has been shown to
be effective in reducing intra-class differences and increasing inter-class distances, thereby
improving the accuracy of classification.

Attack type estimation loss LT . In addition to the main task, we have introduced a
secondary task estimating the attack algorithm of input images. The label is denoted by Ad ,
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where Ad = Ag for adversarial examples, Ad = 4 for original fake faces, and Ad = 5 for real
faces. The AM-Softmax Loss function is also used to compute LT .

Attack magnitude estimation loss LM . To fully leverage the adversarial domain, we
have introduced a third task estimating the attack magnitude of input images. The label is
denoted by Md , which is valid for BIM and black-box attack. And L1 loss is adopted to
compute LM:

LM = τ×||Md−Me||1 (5)

The estimated attack magnitude from the discriminator is denoted by Me, and we use a
binary value τ to determine the relevance of this magnitude estimate. Specifically, τ is set to
1 if Ad = 1 or Ad = 3, and 0 otherwise. By incorporating this binary value, our approach aims
to ensure that the estimated attack magnitude is only used for BIM and black-box attack.

3.3 Adversarial Training
Our approach involves the use of a generator, denoted as G(θ), and a discriminator, denoted
as D(w). The generator’s primary objective is to output attack strategies that maximize the
training loss, while the discriminator aims to minimize the loss that is maximized by the
generator. This optimization process can be formulated as follows:

min
w

max
θ

Loss(θ ,w) = Lmain +µLT +λLM (6)

To solve this problem, we propose an iterative approach updating the discriminator and
the generator in an alternating fashion. Regarding the discriminator D(w), its training pro-
cess can be formulated as a minimization problem with respect to w, which is updated using
gradient descent.

wt+1 = wt −η ·∇wLoss(θ t ,wt) (7)

In the above equation, η denotes the learning rate used in the gradient descent optimiza-
tion process. Regarding the generator G(θ), its training process can be formulated as a max-
imization problem with respect to θ . The generator plays a zero-sum game in an adversarial
framework with the discriminator. Mathematically, this can be formulated as follows:

θ
t+1 = argmax

θ t
Loss(wt+1,θ t) (8)

Updating the generator G(θ) by solving the above formulation is problematic due to the
non-differentiable sampling operations that break the gradient flow from D(w) to G(θ). To
address this issue, we apply the REINFORCE algorithm [40] to approximate the gradient
calculation.

3.4 Fast Training Strategy
The adversarial training for deepfake detector can be optimized due to several properties of
face forgery datasets. In particular, videos have a short duration and show minimal varia-
tion in facial features between consecutive frames. Using consecutive frames as input does
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Figure 2: Overview of the data loading process in the fast training strategy. Real images
are shuffled by frames and fake images are shuffled by videos. We randomly insert the fake
images into the real images in order.

not significantly affect network parameters, such as gradients and logit outputs, and can be
considered redundant computations.

Therefore, we shuffle real images based on frames, while fake images based on videos,
and randomly insert the fake images into the real image sequence in order, as shown in
Figure 2. Shuffling samples avoids model bias caused by the concentration of positive and
negative samples. Meanwhile, we maintain the relative order of frames in fake videos when
generating adversarial examples.

For each image in a given batch, no attack is performed if it is real. However, if the image
is fake, we compare it with the previous fake image. If both images belong to the same video,
we generate the adversarial example using the network parameters of the previous image. On
the other hand, if the images do not belong to the same video, we attack the discriminator
and save its current parameters. It is important to note that the fast training strategy is not
applicable for black-box attacks since it does not have access to network parameters. The
impact of the fast training strategy on both training cost and performance can be found in
Section 5.3.

4 Experiment

4.1 Settings

Datasets. Following recent face forgery detectors [19, 22, 39], we have trained our model
using the Faceforencis++ dataset [31]. This dataset comprises of 1,000 real videos and
4,000 manipulated videos generated by Deepfakes [1], Face2Face [35], FaceSwap [2], and
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(a)

Methods RAW HQ LQ
Xception [8] 0.989 0.961 0.895
Face X-ray [20] 0.988 0.866 0.631
SBI [32] 0.994 0.950 0.903
Two-branch [25] 0.981 0.958 0.890
Cvit [41] - 0.937 -
Ours 0.992 0.988 0.934

(b)
Figure 3: (a) ROC Curve of our approach and baseline Xception [8] on heavily com-
pressed(LQ) videos in FF++ [31]. (b) Robustness comparisons to different compressed levels
in term of AUC.

NeuralTextures [36]. To evaluate the robustness of face forgery detection, we employ the
DeeperForensics dataset [16], which introduces real-world disruptions by adding block-wise
distortions, White Gaussian noise, blurring, and other corruptions to real videos from the
Faceforencis++ dataset [31].

Implemenation details. We modify Xception [8] to serve as the backbones for both the
generator and discriminator, which are optimized by the Adam. The learning rates for the
discriminator and generator networks are set to 0.002 and 0.0005, respectively. The hyper-
parameter in loss function are µ = 0.05 and λ = 0.05. We set the maximum number of
iterations to 10 for BIM and black-box attack, and 50 for C&W and Deepfool attacks.

4.2 Robustness to Compressed Images
In this experiment, we train and test separate models for each of the compression levels
in FF++ [31]: (1)uncompressed videos(raw), (2)compressed videos at high quality(HQ),
and (3) compressed videos at low quality(LQ). Because most of the videos on social media
undergo standardised compression operations such as H.264 [29], the experiment setting is
necessary for real-life applications.

Figure 3 shows all methods perform well on RAW videos. However, as the compression
level increases, some methods experience a significant drop in performance. This outcome
is not surprising, given that the blending artifacts detected by Face X-ray [20] and the low-
level clues detected by Cvit [41] are largely destroyed when images are highly compressed.
Two-branch [25] maintains its performance on compressed videos due to the inclusion of
the temporal dimension. In addition to textural features, which are focused by Xception [8]
and other CNN-based methods, our approach also emphasizes shape and global features
through adversarial training, resulting in a significant performance boost under high-level
compression.

4.3 Robustness to Perturbed Images
Given the ubiquity of perturbation in real-life scenarios, face forgery detectors should not be
easily subverted by extreme inputs. We train the methods on RAW videos in FF++ [31] and
test on perturbed videos in DeeperForensics [16]. Following [13], we employ corruptions,
such as White Gaussian noise, block-wise distortion, and Gaussian blur, to simulate real-life
perturbations. These corruptions are applied at five different levels, with level 3 being used
as the test set. In addition, we incorporate adversarial perturbations into the original videos.
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Figure 4: Samples of the perturbed images, including various corruptions at severity level 3
and adversarial example of TIM [10].

Figure 5: Robustness comparisons to perturbations in term of AUC. Our approach is more
robust than others when faced with perturbations.

Given that adversarial training is built upon several seen attacks, we subsequently conduct
robustness experiments against unseen attack TIM [10]. Figure 4 presents samples of each
perturbation.

Figure 5 illustrates the impact of various perturbations on the performance. Methods
are relatively unaffacted by block-wise distortions. However, adding white Gaussian noise
and Gaussian blur perturbs the feature extraction process in convolutional neural networks,
resulting in a significant deterioration in performance. In contrast, our approach is more
robust than others when faced with perturbations. The outstanding performance attributes
to the regularization of gradients through adversarial training. This regularization constrains
the network parameters to reduce its sensitivity to perturbations.

4.4 Robustness to Different Resolutions

To investigate the impact of different image resolutions on performance, we trained and
tested separate models on RAW videos in FF++ [31] resized to three different resolutions,
ranging from 256×256 to 64×64.

Based on the experimental results presented in Table 1, our approach outperforms all
other methods at lower resolutions. The resizing operation significantly affects the high-
frequency content of images, which causes neural networks to fail to extract edge and detail
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Methods 256*256 128*128 64*64
Xception [8] 0.989 0.851 0.713
Face X-ray [20] 0.988 0.878 0.755
SBI [32] 0.994 0.908 0.760
Two-branch [25] 0.981 0.904 0.778
Ours 0.992 0.947 0.859

Table 1: Robustness comparisons to different resolutions in term of AUC. Our approach is
more robust than other methods at lower resolutions.

Lmain LA LM RAW HQ LQ Mix
✓ - - 0.989 0.967 0.895 0.865
✓ ✓ - 0.990 0.981 0.947 0.897
✓ - ✓ 0.989 0.979 0.923 0.868
✓ ✓ ✓ 0.992 0.988 0.934 0.914

Table 2: Ablation study of the effectiveness of self-supervised tasks in term of AUC.

information for forgery detection. However, adversarial training can remove the dense mix-
ture and purify hidden weights [4], thereby improving the robustness to changes in resolu-
tion.

5 Ablation Study
In this section, we investigate the effectiveness of self-supervised tasks, adversarial training,
and the fast training strategy.

5.1 Ablation Study on Self-Supervised Tasks
To demonstrate the benefits of self-supervised tasks in enhancing robustness, we incorporate
auxiliary tasks by setting the weight parameters µ and λ in Equation 6 to zero [6]. We
conduct separate training and testing for each compression level in FF++ [31]. Additionally,
we train the variant on RAW videos in FF++ [31] and evaluate its performance on mixed
perturbed videos in DeeperForensices [16].

The results are presented in Table 2, where it can be observed that each of the auxiliary
tasks contributes to the improvement of the baseline performance. And our approach, which
incorporates both of the auxiliary tasks, achieves the best performance. Moreover, the ex-
clusion of any of the auxiliary tasks results in a lower performance. These demonstrate the
effectiveness of self-supervised tasks in fully leveraging the information from adversarial
space and achieving a higher level of image understanding.

5.2 Ablation Study on Adversarial Training
To evaluate whether adversarial training can boost the robustness, we conduct the experi-
ment on following variants. (1)Xception [8]: baseline, from which adversarial training and
self-supervised tasks are excluded. (2) Xception w/ adv(1): we add adversarial augmenta-
tion using BIM to baseline. (3)Xception w/ adv(4): we add adversarial augmentation using
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Strategy RAW HQ LQ Mix
Xception [8] 0.989 0.961 0.895 0.514
Xception w/ adv(1) 0.992 0.966 0.903 0.78
Xception w/ adv(4) 0.993 0.970 0.933 0.803
Ours w/o adv 0.989 0.981 0.915 0.877
Ours 0.992 0.988 0.934 0.914

Table 3: Ablation study of the effectiveness of adversarial training in term of AUC.

Strategy AUC acc Hours/epoch
Fast Training 0.897 86.6 5.65
Original Training 0.902 87.2 20.33

Table 4: Ablation study of the effectiveness of fast training strategy.

random four attack algorithms in Section to baseline. (4)Ours w/o adv: we random select
attack strategies to generate adversarial examples instead of the generator.

The evaluation results are shown in the Table 3. The Xception w/ adv(1) variant demon-
strates that adversarial augmentation enhances the robustness of the baseline. Furthermore,
augmentation with multiple adversarial examples achieves a better performance. Addition-
ally, the exclusion of adversarial training from our method results in a significant decline in
robustness, proving the crucial role of adversarial training in our approach.

5.3 Ablation Study on Fast Training Strategy

We conducted separate training using both the original and fast training strategy on one-
tenth of the LQ videos in FF++ [31]. All experiments were conducted on a single GeForce
RTX 3090 using the same environment. The quantitative results are presented in the Table 4.
The fast training strategy achieves similar performance to the original training strategy while
significantly reducing the training cost by 72.2%.

6 Conclusion

This paper presents a novel approach for face forgery detection, which is specifically de-
signed for real-life scenarios. To generate multiple adversarial examples, we introduce a
generator and self-supervised tasks. Furthermore, we propose an adversarial training frame-
work that dynamically generates the most challenging adversarial examples for the current
discriminator. Through this training game between the generator and the discriminator, the
network improves its sensitivity to perturbations and maximizes the use of the forgery and
adversarial space. Our extensive experiments demonstrate the superior robustness of our
approach, which represents an important step towards real-life applications for face forgery
detection.
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