Convolution kernel adaptation to calibrated fisheye
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Abstract

Convolution kernels are the basic structural component of convolutional neural networks (CNNs). In the last years there has been a growing interest in fisheye cameras for many applications. However, the radially symmetric projection model of these cameras produces high distortions that affect the performance of CNNs, especially when the field of view is very large. In this work, we tackle this problem by proposing a method that leverages the calibration of cameras to deform the convolution kernel accordingly and adapt to the distortion. That way, the receptive field of the convolution is similar to standard convolutions in perspective images, allowing us to take advantage of pre-trained networks in large perspective datasets. We show how, with just a brief fine-tuning stage in a small dataset, we improve the performance of the network for the calibrated fisheye with respect to standard convolutions in depth estimation and semantic segmentation. The code of the calibrated deformable kernels is publicly available at https://github.com/Sbrunoberenguel/CalibratedConvolutions.

1 Introduction

Nowadays, Neural Networks are the standard and globally adopted solutions for many machine learning approaches. Among them, Convolutional Neural Networks (CNNs) are the state-of-the-art approaches to handle images and understand what a computer can see. Following classical computer vision algorithms, the first CNNs worked on conventional images (i.e. perspective images). These images provide information of the environment in a...
Figure 1: Overview of how a standard convolution is deformed by the Kannala-Brandt’s projection model in a fisheye image. a) Several convolutional kernels adapted to the calibrated fisheye image. b) How the convolutional kernels are computed with the Kannala-Brandt’s projection model.

relatively small field of view, which is usually enough for the CNNs to achieve great performance in many tasks. This is possible due to the large number of labelled datasets of perspective images, which provide an excellent foundation for these solutions.

On a new trend, unconventional cameras with wider fields of view are becoming popular in many applications and devices such as autonomous vehicles or augmented reality. In particular, we focus on fisheye cameras, which provide several advantages in scene understanding problems. The wide field of view (possibly wider than 180°) allows us to achieve a better understanding of the device’s surrounding with fewer images. Compared to perspective cameras, with fisheyes it is possible to gather much more spatial information at once, providing more context to the network predictions, especially when the task involve a global understanding of the scene. This is particularly useful in tasks such as semantic segmentation, depth estimation, or room layout estimation.

However, these cameras have some important drawbacks yet to be addressed, which mainly are the reduced number of labelled datasets (mostly because of the difficulty of manually label these images), and the strong distortions induced in large field of view cameras. The last reason causes that existing CNN-based approaches do not transfer well to fisheye images, since the appearance of the elements in the scene is very different to what was learned with perspective datasets. Besides, the contextual information has drastically changed with the much wider field of view, which consequently deteriorates the network’s ability to understand the scene. There is definitely a domain gap between perspective and fisheye cameras that needs to be addressed to fully exploit the potential of these devices.

In this work, we propose a method to reduce this domain gap and easily train and use CNNs with highly distorted cameras. We take advantage of the classical perspective CNNs trained with massive datasets, which already provide impressive performance in many different tasks, and adapt these networks to calibrated fisheye cameras. To do so, we propose to substitute the standard convolution operation with deformable convolutions pre-computed with the camera calibration. During the convolution operation, kernels are deformed to accommodate to the distortion depending on the position in the image (see Fig. 1). With minimal fine-tuning on a small set of data, we can achieve the good performance of well-known CNNs from perspective cameras to fisheye cameras, not needing to create new large
datasets specific to each desired camera calibration in order to help the network to learn the distortions. The main contributions of this work are:

- We present a novel implementation of calibrated deformable convolution for fisheye cameras under the Kannala-Brandt projection model, which could be used with any fisheye camera (even with a field of view wider than 180°).

- We propose a set of experiments of domain adaptation of well known CNNs for several tasks with fisheye cameras. Particularly, we show results with different fields of view, showing that our method allows great flexibility in the camera configurations with minimal effort.

2 Related work

In recent years, there has been a surge of using fisheye and 360° cameras since they introduce more information within a single image, which is advantageous when tackling different computer vision tasks such as: scene understanding [11], depth estimation [4, 19, 20], semantic segmentation [4, 7], object [12] and pedestrian detection [13], or autonomous driving [29], among others [3, 22, 23]. There is also an increasing presence of wide-angle cameras such as fisheyes in mobile devices such as phones, or VR headsets and stereo cameras, due to the improved robustness in localization and mapping from the larger field of view.

However, when it comes to deep learning methods applied to wide angle images, one of the most common operations, the convolution, is flawed. The space-varying distortion caused by the image projection models for omnidirectional and wide-angle cameras makes the translational weight sharing ineffective [5]. Objects appear differently distorted depending on where they are in the image, which makes more difficult for the network to learn each plausible configuration, especially considering different camera calibrations. Therefore, there is still an open challenge about how to use and train traditional CNN architectures with these kinds of images, also considering the lack of large datasets compared to perspective images. Some researchers have focused on adapting CNNs to the spherical domain. For instance, Cohen et al. [5] proposed Spherical CNNs, studying convolutions on the sphere using spectral analysis. Jian et al. [16] replace conventional convolution kernels with linear combinations of differential operators weighted by learnable parameters on unstructured grids. Su and Grauman [27] aims to adapt a CNN trained on perspective images to the equirectangular domain adjusting the sizes of the rectangular kernels depending on the elevation angle. UniFuse [17] proposed to fuse features from Cubemap projection with regular convolutions on equirectangular images on the decoding stage for depth estimation. In an attempt to make more efficient the computation, [17] use spherical attention masks to make the model aware of its spherical nature.

On the other hand, different approaches have been proposed to enable CNNs to be more dynamic, improving the performance for specific tasks, as well as extending their applicability to new domains [6, 15, 31]. For example, [15] and [6] focus on convolution units with no fixed shape and learned offsets for the convolution kernel. Jeon and Kim [15] use these convolutions to obtain better receptive field for object classification, whereas [6] incorporates spatial deformations into the convolutional operation to be able to handle objects with significant variations in shape or appearance. The deformable convolutions [6] were used in [10] for layout estimation, with not learned but fixed offsets, pre-computed to account for the image distortion that occurs in equirectangular projections. Thus, the receptive field of
the convolution filter is undistorted. The idea of making the convolution “on the sphere” and project the convolution kernel with the equirectangular projection model was also proposed by [28] with their distortion-aware convolutions, introducing a pipeline of transfer learning from learned convolution filters in perspective images applied for depth estimation in equirectangular panoramic images. Strategies like transfer learning or domain adaptation have been successfully used in the past [8, 26], and we believe it could alleviate the absence of datasets for our task. This approach was recently explored for distortion-aware convolutions in [9].

However, most works disregard the specific calibration parameters, mostly because they use very simple image projections such as equirectangular projection, that directly map azimuth and elevation angles in pixel locations. Thus, the research on these distortion-aware convolutions for other configurations such as fisheyes is scarce and very specific to the camera pose [21]. Only a few works directly deal with the camera calibration parameters into the convolutions, like CAMConvs [10]. In this work, we aim to breach that gap, introducing novel convolutions for radial-distortion models, like the Kannala-Brandt’s projection model [18], that adapts to the specific calibration of the camera and is apt for any fisheye camera. Drawing inspiration from [10], our approach uses deformable convolutions [6] to adapt the convolution filters to the distortion caused by the projection. Up to our knowledge, this is the first work that explicitly deals with calibrated convolutions for radially distorted cameras. We show how, with just a little fine-tuning in a relatively small dataset, classical CNN methods can be adapted to any calibrated camera. Our approach with calibration specific kernel offsets could also be extended to other calibration models and account for their distortion.

3 Fisheye convolution

Convolutions are the keystone of CNNs and current computer vision algorithms. The work [6] presents a learned deformable kernel to improve the performance of several CNNs. In this work, we propose to use calibration-based deformable kernels. We use the camera calibration of fisheye cameras to compute the offsets of the kernel positions and adapt the convolution to the distortion of these images. In this section we summarize the projection model used and how we apply the distortion to the kernels.

3.1 Fisheye projection model

In the literature of non-conventional cameras we find many works that propose mathematical models of several projections. Considering fisheye cameras, we can also find several models such as the equidistance, stereographic, orthogonal or equisolid angle. Each of these models propose a different non-linear function to fit the distortion of the projecting rays of different lens configurations and geometries. In our case, we aim to cover a wider set of projection models, so we use empirical models, which are more flexible to different or unknown projection models.

In the field of empirical models for camera calibration, two rise above the others: Scaramuzza’s [25] and Kannala-Brandt’s [18]. Both models propose a high-order polynomial function to model the camera distortion. In this work, we use the second one, Kannala-Brandt’s [18], since it is the most extended in the calibration of commercial devices.

The full Kannala-Brandt model is explained in [18], where they present a radially symmetric model and a full model were the radial asymmetry of lenses is taken into account. For
this work we use the first one, assuming that the radial asymmetry error is much lower than the pixel precision that can be obtained from an image. So, assuming a radially symmetric model, [18] define the forward projection model as:

$$\begin{pmatrix} u \\ v \end{pmatrix} = d(\theta) \begin{pmatrix} f_x \cos \phi \\ f_y \sin \phi \end{pmatrix} + \begin{pmatrix} c_x \\ c_y \end{pmatrix}$$  \tag{1}$$

where \((u, v)\) are the pixel coordinates in the image, \((c_x, c_y)\) are the pixel coordinates of the optical center, \((f_x, f_y)\) is the focal length on each axis, \((\theta, \phi)\) are the spherical coordinates (see Fig. 1 (b)) of the incoming ray, \(d(\theta) = k_1 \theta + k_2 \theta^3 + k_3 \theta^5 + k_4 \theta^9\) is the high order polynomial function and \([k_1, k_2, k_3, k_4]\) the Kannala-Brandt calibration parameters.

The back projection model is computed as:

$$\phi = \arctan \frac{m_y}{m_x}; \quad \theta = d^{-1} \left( \sqrt{m_x^2 + m_y^2} \right),$$  \tag{2}$$

where \(m_x = (u - c_x)/f_x, m_y = (v - c_y)/f_y\) and \(d^{-1}\) is computed iteratively.

### 3.2 Fisheye calibrated kernel

Deformable convolutions were presented in [6], where the authors propose a method to learn offsets in the kernels for a better adaptation of the CNN to the task at hand. On the other hand, using the calibration of perspective cameras on CNNs has also been addressed by [9], obtaining improvements in the performance of the network. In this section, we present our implementation of a camera-calibrated kernel for non-linear projection models, adapting the kernel to the fisheye distortion of the Kannala-Brandt projection model.

Let \(K\) be a \((k_x \times k_y)\) rectangular kernel where \((k_x, k_y) \geq 1\) are an odd number and \((u_0, v_0)\) is the anchor pixel around which we will apply the convolution kernel. We define the coordinates of each element of \(K\) as: \(\hat{p}_{ij} = (i, j, d)^T\) where \(i\) is in range \([-k_j^{-1}, k_j^{-1}]\); \(j\) is in range \([-k_j^{-1}, k_j^{-1}]\); and \(d\) is the focal distance of \(K\). We assume that the standard kernel has the same behaviour as in a perspective camera, so we compute the focal distance as a function of the field of view of the kernel, \(\alpha\), which we linearly map from the fisheye camera field of view, \(\Phi\), as: \(d = \frac{k_j}{2 \tan \frac{\alpha}{W}}\) where \(\alpha = k_j^2 \Phi\) where \(W\) is the size of the feature map.

We project each kernel point into the unit sphere surface by normalizing the vectors. Then, we want to go back to the pixel domain using the forward projection model of the camera, Eq. 1. However, the resolution of the feature maps of a network (almost) always differs from the input image of the network, which is the resolution of the calibration parameters of the camera. Besides, we have to align the anchor of the kernel with the pixel we want to apply the kernel.

To solve the multi-scale/multi-resolution problem, we compute an scaling factor for each resolution that relates the calibration resolutions with the current feature map. The scaling factor is defined as \(s = \frac{W_e + p_w}{W_{FM}}\), where \(W_e\) is the camera resolution width, \(W_{FM}\) is the feature map width and \(p_w\) is the width of an additional padding to the input image. We use this padding to set a fixed input resolution to our network in case of different image resolutions. With the scaling factor, we re-compute the calibration parameters for the kernel as:

$$\begin{pmatrix} cx_k \\ cy_k \end{pmatrix} = \begin{pmatrix} c_x W_{FM} - p_w/s \\ c_y H_{FM} - p_h/s \end{pmatrix} / W_e; \quad \begin{pmatrix} fx_k \\ fy_k \end{pmatrix} = \begin{pmatrix} f_x W_{FM} - p_w/s \\ f_y H_{FM} - p_h/s \end{pmatrix} / H_e,$$  \tag{3}$$
where \((cx_k, cy_k), (fx_k, fy_k), (W_{FM}, H_{FM})\) are the coordinates of the optical center, focal lengths and resolution of the feature map and \((W_c, H_c)\) the resolution of the fisheye camera.

Once the calibration parameters are adjusted to the feature map resolution, we compute the projecting ray of the anchor pixel \((u_0, v_0)\) using Eq. 2 and rotate the projecting rays of \(K\) to meet the orientation. With the \(K\) in the correct position, we project again each element of the kernel into the fisheye plane with Eq. 1, obtaining the new locations of the kernel in the fisheye image (or feature map). From this implementation, we obtain a convolution kernel that adapts its shape with the distortion of the camera following the radially symmetric projection model (see Fig. 1).

## 4 Experiments

For the experimental part, we evaluate the calibrated convolutions against the standard convolutions on fisheye cameras. For that purpose, we use a well known CNN, U-Net [24], on two different tasks to evaluate the performance of the proposed kernels. We want to avoid current architectures where convolutions are mixed with other components as recurrent blocks [12] or attention mechanisms [30] to evaluate only the impact of the convolutions in the overall performance. For a fair comparison between convolutions, we propose the following set-up for the experiments: 1) We train the CNN, with standard convolutions, on perspective images of the Stanford dataset [1] and use these weights as baseline; 2) We evaluate the network with standard convolutions and calibrated convolutions on fisheye images obtained from the Stanford dataset [1]; 3) With the baseline as pretrained weights, we fine tune the network with fisheye images in two different situations: one fine tune is made with standard convolutions and other with the proposed calibrated convolutions; 4) After fine tuning, we evaluate again both networks on the fisheye images. To extend our comparison, we also fine tune and evaluate the network with standard convolutions on rectified images (from fisheye to perspective), an alternative approach only applicable when field of view is <180°. More details of the rectification process and full experiment is available in the supplementary material.

Training and fine tuning is made in the Stanford dataset following the #1 folder split, taking the Area 5 only for evaluation and the others as training and validation sets. Perspective images are taken from the original dataset, where we find around 70k images with depth and semantic information. For simplicity, we define this dataset as Pers in the experiments. Fisheye images are randomly synthesized from the panoramic dataset in different orientations and with known calibration. We have generated 11.2k images for two different fisheye calibrations (i.e. 5.6k images of each calibration). For simplicity, we define these datasets by the field of view of the camera, such as: \(F165\) defines the dataset of fisheye images with a field of view of 165° and \(F195\) with a field of view of 195°.

### 4.1 Monocular depth estimation

The first task we evaluate is monocular depth estimation from single images. The convolutional network has been trained for 50 epochs on the Stanford dataset with perspective images, which has taken around 100 hours to complete. This network is our baseline (BL) for the experiment. Then, the fine tuning (FT) has been made on top of this training for less than 10% of the training time. The network has been fine tuned for 20 epochs in the
fisheye dataset, taking between 2-4 hours. Fine-tuning time changes with the resolution of the fisheye images, being different for each field of view.

Results of this experiment are shown in Tab. 1. We use the standard metrics for depth estimation presented in [32]. We also compute the metrics with respect the distance of each pixel to the principal point of the camera (i.e. $d(\theta)$ from equation 1) to observe the behaviour of each convolution with the increasing distortion of the image. These results are presented in Fig. 2 for both fisheye datasets. Additionally, we present qualitative results of monocular depth estimation in Fig. 3 and a 3D reconstruction on Fig. 4.

### 4.2 Semantic Segmentation

The second task that we evaluate with U-Net [24] is semantic segmentation. We use the same set-up and dataset than in the previous experiment. We train the network for 50 epochs, taking 75 hours to train, and then fine tune it 20 more epochs, taking between 5-7 more hours.

Results of this experiment are shown in Tab. 2. The metrics used are the mean Intersection over Union (mIoU) and the mean Accuracy (mAcc) over all the classes, except the unknown class. We also compute the metrics with respect the distance of each pixel to the principal point of the camera to evaluate the behaviour of the network with the increasing distortion of the image. These results are presented in Fig. 5 and qualitative results of semantic segmentation are presented in Fig. 6.
Figure 3: Qualitative results of monocular depth estimation on different fisheye calibrations. Distance is in a color scale, from colder colors (closer distances) to warmer colors (farther distances).

5 Discussion

The experiments and results presented show that the transfer learning problem is still an open topic and difficult to achieve in the conversion from perspective to omnidirectional images. Both monocular depth estimation and semantic segmentation results present a great decrease of performance with the baseline weights of the network, being in some cases more accentuated when we use calibrated convolutions. However, after a short fine tune of the network, these results improve significantly, particularly with calibrated convolutions.

From the results of depth estimation, we observe that the fine-tuned networks have slightly worse performance than the baseline with perspective images. The main difference

Figure 4: Qualitative results of depth estimation for FOV of 195°, top view of a 3D point cloud generated from depth data.
Table 2: Semantic segmentation with standard and calibrated convolutions for U-Net neural network. BL: Base Line; FT: Fine Tuned. Best metric for each fisheye calibration is in bold.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Kernel</th>
<th>mIoU</th>
<th>mAcc</th>
</tr>
</thead>
<tbody>
<tr>
<td>BL</td>
<td>Pers</td>
<td>33.32</td>
<td>42.35</td>
</tr>
<tr>
<td></td>
<td>Standard</td>
<td>15.05</td>
<td>24.41</td>
</tr>
<tr>
<td></td>
<td>Calibrated</td>
<td>15.12</td>
<td>24.36</td>
</tr>
<tr>
<td></td>
<td>Standard</td>
<td>13.73</td>
<td>22.55</td>
</tr>
<tr>
<td></td>
<td>Calibrated</td>
<td>13.23</td>
<td>21.46</td>
</tr>
<tr>
<td></td>
<td>Rectified</td>
<td>11.81</td>
<td>19.82</td>
</tr>
<tr>
<td>FT</td>
<td>F195</td>
<td>Standard</td>
<td>29.48</td>
</tr>
<tr>
<td></td>
<td>Calibrated</td>
<td>30.90</td>
<td>46.90</td>
</tr>
<tr>
<td></td>
<td>F165</td>
<td>Standard</td>
<td>27.70</td>
</tr>
<tr>
<td></td>
<td>Calibrated</td>
<td>27.89</td>
<td>36.71</td>
</tr>
<tr>
<td></td>
<td>Rectified</td>
<td>21.99</td>
<td>29.61</td>
</tr>
</tbody>
</table>

Figure 5: Comparison and results of semantic segmentation with the U-Net like network with standard (red) and calibrated (blue) convolutions. The x-axis defines the distance of the pixels to the optical center and the y-axis the computed error, defined as mean and one standard deviation.

is that with the fisheye images we cover a wider field of view, obtaining more information of the scene with the same number of images. In the comparison of convolutions, we observe that with wider fields of view, the calibrated convolutional kernels provide better performance, while with the smaller field of view, the performance is quite similar. However, when we make a deeper analysis of these results, in the Figure 2 we observe the error distribution of the standard and calibrated convolutions. These results show that the estimation of the calibrated convolutions is more precise, with less dispersed error than the results of standard convolutions. Even if they are also affected by the increasing distortion of the fisheye images, the prediction is closer to the average error.

Regarding semantic segmentation experiments, the quantitative results from Tab. 2 show that the performance with fisheye images decreases significantly from the perspective image case. This is to be expected, since the segmentation problem difficulty increases with the field of view, including more objects to segment in the same image, and distortion, changing the appearance of the same object in different locations in the image. However we mitigate the second problem with the calibrated convolutions, obtaining better results with our proposal than with standard convolutions consistently along the radius in most metrics, particularly in larger radius (see Fig. 5). In addition, the qualitative results from Fig. 6 show significant differences in the performance between standard and calibrated convolutions. We can observe how the boundaries of objects and some details are better obtained with the calibrated convolutions than with the standard ones.

These results and conclusions led us to believe that calibrated convolutions provide a faster domain adaptation of CNNs, that means, in the same training conditions with limited
data, the calibrated convolutions provide better performance than the standard ones. The adaptation of networks trained on perspective images can be done with small datasets of fisheye images, achieving similar performance.

6 Conclusion

In this article we have presented a novel implementation of deformable convolutional kernels taking into account the intrinsic calibration of fisheye cameras. Integrating the Kannala-Brandt projection model for revolution symmetry cameras in the kernel of convolutional neural networks, we obtain a domain adaptation mechanism to take advantage of previous works on perspective images and adapt these networks to work with fisheye cameras. On a similar approach, this work could also be extended to other projection models that take into account the calibration of omnidirectional cameras, such as the Scaramuzza’s model [25].

Results of the performed experiments show that the calibrated convolutions perform better than standard convolutions for domain adaptation. Besides, the impossibility of rectifying omnidirectional images of more than 180 degrees of field of view and the poor results obtained on the rectified ones increases the interest in studying how to adapt current deep learning methods to omnidirectional devices as the fisheye cameras.

A comparison with other methods, as CAM-Convs [8], is not trivial. These works should be extended to other projection models, since currently only work on the pin-hole camera model. With a naive approach, including directly the Kannala-Brandt model to the CAM-Convs proposal, we observe abrupt changes in the feature maps, which make us believe that further research is needed. This new approach, the extension of methods as CAM-Convs to omnidirectional images, remains as future work.
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