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Abstract

Point-level supervised temporal action localization (PTAL) aims at recognizing and localizing actions in untrimmed videos where only a single point (frame) within every action instance is annotated in training data. Without temporal annotations, most previous works adopt the multiple instance learning (MIL) framework, where the input video is segmented into non-overlapped short snippets, and action classification is performed independently on every short snippet. We argue that the MIL framework is suboptimal for PTAL because it operates on separated short snippets that contain limited temporal information. Therefore, the classifier only focuses on several easy-to-distinguish snippets instead of discovering the whole action instance without missing any relevant snippets. To alleviate this problem, we propose a novel method that localizes actions by generating and evaluating action proposals of flexible duration that involve more comprehensive temporal information. Moreover, we introduce an efficient clustering algorithm to efficiently generate dense pseudo labels that provide stronger supervision, and a fine-grained contrastive loss to further refine the quality of pseudo labels. Experiments show that our proposed method achieves competitive or superior performance to the state-of-the-art methods and some fully-supervised methods on four benchmarks: ActivityNet 1.3, THUMOS 14, GTEA, and BEOID datasets.

1 Introduction

Understanding what actions happened and when they happened in videos is beneficial to many applications, e.g., video surveillance [22, 32], human-computer interaction [4, 13, 29, 30, 50], and video analysis [11, 14, 15, 39, 48]. Also known as temporal action localization, most previous researches on this task focus on recognizing and localizing actions in videos under the fully-supervised setting [1, 22, 23, 24, 25], where frame-level carefully annotated videos are required. However, acquiring frame-wise annotations with precise start and end for all actions is labor-intensive. Meanwhile, the labels of precise start and end are potentially
subjective, as it is hard to give a sensible definition for the action boundaries due to the ambiguity during the transition from one action to another [28].

To escalate practicability, many researchers have started to explore weaker levels of supervision, e.g., point-level supervision [21]. In temporal action localization with point-level supervision, only one frame is annotated with its action category for each action instance. This annotated frame is also called the point-level annotation for the action instance [20]. Compared to frame-level supervision, point-level supervision significantly reduces labeling effort (from 300 seconds to about 50 seconds for a 1-minute video according to [22]).

Most previous works [20, 28] are built on top of the multiple instance learning (MIL) framework. In the MIL framework, the input video is segmented into short snippets (temporal segments), and the snippets that do not contain any point-level annotation are assigned as background. A classifier is trained on these snippets and then used to generate a class activation sequence (CAS) for the whole video. Then a model localizes the action by identifying the most activated parts of CAS via techniques such as thresholding.

However, methods with MIL-based framework essentially perform only snippet-level classification, which is not optimal for action localization from two perspectives: (1) the video snippets are usually short, and (2) the classifiers only treat video snippets independently. Therefore, the model will only focus on the easy-to-distinguish snippets instead of all the relevant snippets of an action instance. This does not correspond to the goal of predicting the accurate temporal boundaries that should cover the full duration of actions.

To alleviate the downsides of the MIL framework, we design a proposal-based framework called Action Proposal Network (APN). Given an input video, APN first detects action boundaries by measuring the probabilities of each temporal location being the start or the end of an action instance. Then, APN generates action proposals via matching all pairs of possible starting and ending action boundaries. The generated action proposals have flexible lengths and contain more comprehensive temporal information compared to the short snippets [20, 28], which is beneficial to the classification and localization tasks. To classify and evaluate these action proposals simultaneously, APN learns a proposal-level representation using the features within and around proposals. Finally, inspired by the recent success in vision-language modeling, we classify and evaluate action proposals by predicting the text that describes the corresponding actions within proposals. We show that learning from this kind of additional natural language information can further help boosting the performance.

While the boundary detection scheme has been proven to be effective in the fully supervised action localization task [22], since the point-level supervision is too weak for the APN to learn how to generate high-quality proposals, training APN poses a significant challenge. To overcome this issue, we propose a novel constrained k-medoids clustering algorithm to generate dense pseudo labels from the point-level annotations. We consistently update the pseudo labels during the training process, encouraging these pseudo labels to offer more precise information on action boundaries, thus providing guidance for the model to learn complete actions. Since the pseudo labels cannot accurately reflect action boundaries, we introduce a novel fine-grained contrastive loss that continuously refines the features. This loss is designed to fine-tune the action boundaries of pseudo labels and enhance the sensitivity of our proposed Action Proposal Network (APN) to action boundaries. The pseudo labels and contrastive loss work synergistically to provide more accurate and fine-tuned supervision to the model, which leads to better performance in terms of action localization.

The main contributions of our work are three-fold: (1) We propose a proposal-based method called Action Proposal Network (APN) for temporal action localization under point-level supervision. To the best of our knowledge, this is the first work that utilizes action
proposals in PTAL. (2) We design an efficient clustering algorithm to generate dense pseudo labels in order to provide stronger supervision. We further introduce a novel contrastive loss to refine the boundaries of the generated pseudo labels and help APN detect action boundaries more accurately. (3) We demonstrate the effectiveness of our proposed method on four popular benchmarks, namely ActivityNet 1.3, THUMOS 14, GTEA, and BEOID. Experiments show that our method achieves competitive or superior performance to the state-of-the-art methods and even some fully-supervised counterparts.

2 Related Work

Weakly-supervised Temporal Action Localization (WTAL) Instead of using expensive frame-level annotations, WTAL aims to train action localization models using weaker levels of supervision. Early WTAL methods [1, 6, 9] use transcript supervision, i.e., using ordered lists of actions in the videos as supervision. Since transcripts are only available in a few datasets, video-level supervision becomes the most common weak supervision in WTAL, which only indicates the presence of actions in a video. Based on the idea of multi-instance learning (MIL), [7] used a multi-branch neural network and enforced each branch to discover diverse parts of actions so that the model can aggregate the information extracted from the various branches to make better predictions. [10] proposed a sequence-to-sequence com-
paring framework to explore the fine-grained distinction between action and background sequences, which further helps to separate the background from the action predictions.

Recently, point-level supervision attracted extensive attention from researchers. Point-level supervision offers a single annotated frame for supervision. Many researchers find this type of supervision achieves a balance between labeling effort and the amount of information contained in this supervision. [31] designed a parameterized sampling function to sample relevant frames around the annotated frame and use them for training the action classifier. [20] proposed to learn the completeness of the action from dense pseudo-labels by contrasting the action instances with surrounding background ones.

The state-of-the-art works [20, 28] are built on top of a similar MIL paradigm to the one used in many WTAL works [36, 38, 52], where the input video is segmented into short snippets (temporal segments), and each snippet is classified independently. This framework treats each snippet independently and ignores the temporal relationship between short snippets so that the resulting models will only focus on the most easy-to-discriminative snippet instead of all the relevant snippets. In contrast, our method generates flexible action proposals to locate actions and uses proposal-level features to classify the actions.

**Vision-language Modeling in Video Understanding**  With the recent success of vision-language modeling [37], using natural language information to guide model training has been widely adopted in video understanding tasks. [23, 40, 43, 44, 47] have shown that vision-language multi-modality can significantly improve the performance of FTAL models. We propose to leverage vision-language information in classifying and evaluating action proposals, which is rarely explored in previous WTAL approaches.

3 Method

In this section, we first formulate the problem and then introduce the details of our method, including the pseudo label generation algorithm, the architecture of APN and the contrastive feature refinement. Finally, we discuss the training and inference process of our method.

3.1 Problem Definition

We formulate the task of PTAL as follows: First, we denote an input video \( V \) of \( L \) frames as a sequence of frames \( X = \{x_i\}_{i=1}^L \). Suppose the input video \( V \) contains \( N_V \) action instances, then the ground truth of these action instances can be denoted as: \( \Phi_V = \{\varphi_i = (t_i^s, t_i^e, c_i)\}_{i=1}^{N_V} \), where \( t_i^s, t_i^e \) are the start and end time of \( i \)-th instance, respectively, \( c_i \) are the corresponding action category. Our goal is to predict all the action instances in the input video. The resulting output should be: \( \hat{\Phi}_V = \{\hat{\varphi}_i = (\hat{t}_i^s, \hat{t}_i^e, \hat{c}_i, \hat{s}_i)\}_{i=1}^{N_V} \), where \( \hat{t}_i^s, \hat{t}_i^e, \hat{c}_i \) are the corresponding estimated values, and \( \hat{s}_i \) are the scores indicating how confident the model is about this prediction. During training, a set of point-level supervision is provided for every training video as \( \Psi_V = \{\psi_i = (t_i^p, c_i)\}_{i=1}^{N_V} \), where \( t_i^p \) is a single frame within the \( i \)-th action instance.

3.2 Feature Extraction and Embedding

Following the previous works, we first segment the input video into 16-frame snippets, and then we use a pre-trained model, e.g. I3D [3] to extract both the RGB features and optical flow features. We use a simple concatenation operation to fuse these two-stream features and get the video-level features \( F \in \mathbb{R}^{T \times D} \), where \( T \) is the number of segments, and \( D \) is the feature dimensions. Since the extracted features \( F \) are not designed for the TAL task, we use
Figure 2: An overview of the pseudo label generation algorithm. Given point-level annotations, we propose a constrained k-medoids clustering algorithm that features forward-backward predictions to estimate the boundaries between actions. Then based on the predicted action boundaries, we mine background frames in order to provide more accurate pseudo labels. Finally, we output pseudo labeled action and background instances.

an embedding module consisting of a convolutional layer followed by ReLU activation to project $F$ into task-specific spaces, resulting in $X \in \mathbb{R}^{T \times D}$.

### 3.3 Pseudo label Generation

Point-level annotations provide rather weak supervision because they do not contain action boundary information, which is crucial for training a TAL model. In order to make the supervision strong, we propose a novel algorithm to generate dense pseudo labels that can provide action boundary information. Although many previous works [12, 16, 20, 28] also proposed various methods to generate pseudo labels, their methods largely depend on CAS which is not optimal for action localization tasks as discussed in Section 1.

Therefore, we propose a simple yet effective clustering algorithm to generate pseudo labels and update them during training. Given the observation that (1) the point-level annotations are inside action instances; (2) frames from the same action instance share similar visual features, it is natural to regard point-level annotations as cluster medoids and use a clustering algorithm to cluster surrounding frames. Then every cluster can represent an action instance in the video. However, in a conventional k-medoids algorithm, each point is assigned to the closest cluster medoid, this will cause the clusters not guaranteed to be temporally continuous, which does not fit the temporal action localization task.

To ensure the frames’ temporal continuity within each cluster, we instead find the boundary of each cluster. In other words, we find the frame that divides the frames between two consecutive point-level annotations into two clusters where the distance between frames and the cluster medoid is minimized. We show an overview of this pseudo label generation algo-
rithm in Figure 2 and we further demonstrate the technical details of the proposed algorithm in the supplementary material. We run this clustering algorithm until convergence to get all the pseudo labeled action instances and background instances. During the training process, we update the pseudo labels after every $R$ iteration of the model training to provide better guidance to the model.

### 3.4 Action Proposal Network

In order to localize actions with more comprehensive temporal information, we propose to replace the short snippets used in MIL-based methods with temporally longer action proposals. To this end, we design an Action Proposal Network (APN) that aims to generate action proposals of arbitrary temporal duration and with accurate action boundaries, and evaluate action proposals with reliable confidence scores. As shown in Figure 1, APN is composed of three modules: **Boundary Detection Module (BDM)**, **Proposal Generation Module (PGM)**, and **Proposal Evaluation Module (PEM)**.

**Boundary Detection Module** BDM aims to evaluate the probability that each moment is the start or end point of an action from all $T$ moments of the input video. We adopt a multi-layer convolutional network with sigmoid activation that takes the embedded features $X \in \mathbb{R}^{T \times D}$ as input and outputs the starting probability sequence $P_s = \{p_{si}\}_{i=1}^{T}$ and the ending probability sequence $P_e = \{p_{ei}\}_{i=1}^{T}$.

**Proposal Generation Module** The goal of PGM is to generate action proposals according to the starting and ending probability sequences and sample proposal-level features. We follow the same method as described in [25], in which we traverse the starting and ending probability sequences to retrieve all possible starting boundaries $B_s = \{\hat{t}_{si}\}_{i=1}^{N_s}$ and ending boundaries $B_e = \{\hat{t}_{ei}\}_{i=1}^{N_e}$. Then we iterate over $B_s$ and $B_e$ to find all the pairs $(\hat{t}_{si}, \hat{t}_{ej})$ that $d = \hat{t}_{si} - \hat{t}_{ej} \in [d_{\text{min}}, d_{\text{max}}]$, where $d_{\text{min}}, d_{\text{max}}$ are hyper-parameters that constraint the minimum and maximum temporal length of action proposals to avoid too long or too short proposals. These possible pairs are the resulting candidate action proposals, and we denote them as $\hat{\Phi}_V = \{\hat{\phi}_i = (\hat{t}_{si}, \hat{t}_{ei})\}_{i=1}^{N_p}$, where $N_p$ is the number of candidate proposals.

To sample proposal-level features for the $i$-th action proposal, we uniformly sample $N$ points from $[\hat{t}_{si} - d/10, \hat{t}_{si} + d/10]$, and use the features at these $N$ points $x_i \in \mathbb{R}^{N \times D}$ as the proposal-level features. These features contain rich visual and temporal information about proposals, and will be used to classify and evaluate the proposals.

**Proposal Evaluation Module** Most previous proposal-based TAL methods [24, 46] follow a two-stage pipeline where the proposals are first evaluated, post-processed, and then classified. Instead, we integrate these two stages into one and show that these two tasks can mutually benefit from each other. The goal of PEM is to simultaneously (1) predict the action category and (2) evaluate the confidence score of each action proposal, to predict whether it contains a complete action instance. Inspired by the recent progress of vision-language modeling [40], we regard this goal as a proposal-text matching problem. We first use prompt engineering [23, 49] to modify the textual action categories as descriptive texts and then compare the proposals with the prompted texts. Thus, if one action proposal can better match the text, there will be a higher probability that this proposal contains an action instance of the category described in the text.

Technically, PEM consists of a vision encoder and a text encoder. We first turn all the action labels in the training data into descriptive texts using simple prompts. Given a textual action label $c$, a set of pre-defined prompts $Z$, and a prompting function $f_p$, the prompted ac-
tion label \( c' = f_p(c, z) \), where \( z \in \mathcal{Z} \). For example, if \( c \) is “playing tennis” and \( z \) is “the man in the scene is {}”, then the prompted text \( c' \) will be “the man in the scene is {playing tennis}”. We use a text encoder to embed the prompted texts into textual action label representations \( c'_i \), and we learn vision representations using a vision encoder. The input to the vision encoder includes the proposal-based features \( x_i \in \mathbb{R}^{N \times D} \) and an additional learnable token [CLS]. The encoded [CLS] token will pass through a simple multi-layer perceptron (MLP) model, which gives \( \hat{c}_i \in \mathbb{R}^M \), to classify the action categories. The encoded vision representation \( x_i \) will pass through the contrastive vision-language learning framework to infer the confidence scores.

Formally, for the \( i \)-th proposal, we use the cosine similarity between its representation \( x_i \) and the \( j \)-th textual action label representation \( c'_j \) as the confidence score of the \( i \)-th proposal that contains the action instance of the \( j \)-th action category: \( s_{ij} = s_{ij} = \frac{c'_j x_i}{|c'_j| \cdot |x_i|} \). In this way, PEM performs multi-task learning to simultaneously outputs classification results and confidence scores for each proposal: \( \varphi = (\hat{t}_i', \hat{t}_e', \hat{c}_i, \hat{s}_i) \).

### 3.5 Contrastive Feature Refinement

Since both pseudo label generation and BDM rely on the embedded features \( X \), we introduce an additional fine-grained contrastive loss that refines the embedded features \( X \). The motivation is that we want the features around the starting or ending moments of various instances belonging to the same action category to be close to each other, and we want to push them away from features of the background. For example, although the action “diving” could occur in different contexts, it always starts with “jumping up from someplace” and ends with “falling into the water”. So we want the features of “jumping up from someplace” or “falling into the water” to be more similar to each other than to the features of the background. This helps the features around action boundaries to be more distinguishable than the features of background instances.

To this end, we design a novel loss function based on InfoNCE [34] contrastive loss for contrastive feature refinement. We first define the starting region \( r^s_g \) and ending region \( r^e_g \) of an action instance \( \varphi = (t^s, t^e) \) as: \( r^s_g = [t^s - d_g/10, t^s + d_g/10], r^e_g = [t^e - d_g/10, t^e + d_g/10] \), where \( d_g = t^e - t^s \) is the length of the action instance. To acquire the features of starting and ending regions, we average the embedded features within each starting region \( r^s_g \) and ending region \( r^e_g \) and denote them as \( x^s_{ij} \) and \( x^e_{ij} \) respectively, where \( x_{ij} \) indicates the feature of the \( i \)-th instance from \( j \)-th action category. For the features of background regions, we average the features of each background instance in pseudo labels generated in Section 3.3 and denote the features of the \( k \)-th background instance as \( x^b_k \).

This loss is calculated when there are at least two action instances of the same action category in the input video in order to make the contrast. Given \( x^s_{ij}, x^e_{ij}, x^b_k \), the contrastive loss \( L_{CTR} \) is then formulated as:

\[
L_c(x_{ij}, x^b_k) = -\log \frac{\sum_{p \neq i} \exp(x_{ij} \cdot x_{pj} / \tau)}{\sum_{q \neq i} \exp(x_{ij} \cdot x_{qj} / \tau) + \sum_k \exp(x_{ij} \cdot x_{jk}^b / \tau)}
\]

\[
L_{CTR} = \sum_j \sum_i \left( L_c(x^s_{ij}, x^b_k) + L_c(x^e_{ij}, x^b_k) \right)
\]

where \( \tau \) is the temperature parameter.

We name the proposed loss as “fine-grained contrastive loss” because it differs from the contrastive loss proposed in [20]. The contrastive loss in [20] is designed to let the
model learn action completeness by contrasting action instances with background ones. It encourages the features of entire action instances from the same action class to be closer than the features of other background instances. In our model, the Boundary Detection Module (BDM) predicts the starting and ending points of action proposals, which largely determine the completeness of predicted actions. Therefore, instead of operating on the level of the entire action instances, we choose a more fine-grained level: to contrast between the features around starting/ending points and the background ones. In this way, we finetune the input features to BDM so that we can get more accurate predictions of action boundaries.

### 3.6 Training

For the training of BDM, we use the same training objectives $L_{BDM}$ as described in [25]. And for PEM, we first discard all proposals with no or more than one point-level annotation that falls within them. In other words, we ensure that all the proposals involved in training contain exactly one point-level annotation. We use the sum of binary cross-entropy loss between every proposal’s classification results and confidence scores $(\hat{c}_i, \hat{s}_i)$ and their labels $(c_i, s_i)$ as the training objective for PEM:

$$L_{PEM} = \frac{1}{N_p} \sum_{i=1}^{N_p} (c_i \cdot \log(\hat{c}_i) + s_i \cdot \log(\hat{s}_i))$$  \hspace{1cm} (3)

Finally, we train APN end-to-end with all the loss functions from above:

$$L_{total} = L_{BDM} + \lambda_1 \cdot L_{PEM} + \lambda_2 \cdot L_{CTR}$$  \hspace{1cm} (4)

where weights $\lambda_1$ and $\lambda_2$ are used to balance the influence of different loss functions.

### 4 Experiments

#### 4.1 Datasets and Setup

**Datasets** We evaluate our method on four popular datasets, namely ActivityNet 1.3 [2], THUMOS 14 [17], GTEA [21] and BEOID [5]. The ActivityNet 1.3 is a large video understanding dataset that contains 10,024 training videos, 4,926 validation videos, and 5,044 test videos from 200 action categories. The durations of action instances distribute evenly from short to long, so it is well-suited to verify the effectiveness of our method. The THUMOS 14 contains 200 validation videos and 213 test videos from 20 action categories. The GTEA dataset contains 28 videos from 7 action classes. The BEOID dataset contains 58 videos from 34 action classes. Since all these datasets do not have official point-level annotations, we follow [31] to automatically generate point-level annotations and use them for training.

**Evaluation Metrics** To evaluate our method, we adopt mean average precision (mAP) under various thresholds, which is commonly used in TAL. For a fair comparison, we use the same setting as previous works: For experiments on ActivityNet 1.3, we use mAP calculated with tIoU thresholds between 0.5 and 0.95 with the step size of 0.05; for experiments on THUMOS 14, GTEA and BEOID, we use mAP computed with tIoU thresholds between 0.1 and 0.7 with the step size of 0.1.

**Implementation** As for implementation, We use the two-stream I3D [3] network pre-trained on Kinetics-400 dataset [3] as the feature extractor. We adopt the TV-L1 algorithm [42]...
to extract optical flow from input videos. The output features are 1024-dim vectors for each modality. We update pseudo labels every $R = 10$ iterations. We optimize our model with the Adam \cite{kingma2014adam} optimizer and a learning rate of 0.0001. Hyper-parameters are set as: $N = 32$, $\tau = 0.1$, $\lambda_1 = 1$, $\lambda_2 = 0.1$. On both datasets, we train our model with a mini-batch size of 16 for 30 epochs. The threshold for NMS is set to 0.5.

### 4.2 Comparison with State-of-the-art Methods

Table 1: Comparison with state-of-the-art TAL methods under different levels of supervision on ActivityNet 1.3 dataset. The AVG column shows the averaged mAP under the thresholds [0.5:0.05:0.95].

<table>
<thead>
<tr>
<th>Supervision</th>
<th>Method</th>
<th>mAP@IoU (%)</th>
<th>AVG</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0.5</td>
<td>0.75</td>
</tr>
<tr>
<td>Frame-level (FTAL)</td>
<td>BMN \cite{li2019bmn}</td>
<td>50.1</td>
<td>34.8</td>
</tr>
<tr>
<td></td>
<td>BSN \cite{yang2020bsn}</td>
<td>46.5</td>
<td>30.0</td>
</tr>
<tr>
<td></td>
<td>G-TAD \cite{yang2019gtad}</td>
<td>50.4</td>
<td>34.6</td>
</tr>
<tr>
<td></td>
<td>TAGS \cite{zhou2020tags}</td>
<td>56.3</td>
<td>36.8</td>
</tr>
<tr>
<td>Video-level (WTAL)</td>
<td>FAC-Net \cite{zhu2019fac}</td>
<td>37.6</td>
<td>24.2</td>
</tr>
<tr>
<td></td>
<td>ACM-Net \cite{zhang2019am}</td>
<td>37.6</td>
<td>24.7</td>
</tr>
<tr>
<td></td>
<td>FTCL \cite{liu2020ftcl}</td>
<td>40.0</td>
<td>24.3</td>
</tr>
<tr>
<td></td>
<td>ASM-Loc \cite{li2020asml}</td>
<td>41.0</td>
<td>24.9</td>
</tr>
<tr>
<td>Point-level (PTAL)</td>
<td>LACP \cite{yang2019lACP}</td>
<td>40.4</td>
<td>24.6</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td><strong>48.3</strong></td>
<td><strong>27.8</strong></td>
</tr>
</tbody>
</table>

We compare our method with the state-of-the-art TAL methods under different types of supervision on the ActivityNet 1.3 dataset, and the results are shown in Table 1. As shown in Table 1, our proposed method achieves significantly better performance under all the IoU thresholds than the previous state-of-the-art method on PTAL, which shows the effectiveness of our method. Also, our method outperforms video-level WTAL methods by a large margin while maintaining a comparable labeling effort, which indicates that point-level supervision brings more information and provides more positive guidance to the model. It is worth noting that our method is comparable with several FTAL methods.

We also conduct experiments on the THUMOS 14, GTEA, and BEOID datasets, and the results are shown in Table 2 and Table 3. Our method performs significantly better on GTEA and BEOID datasets while performing comparably with the state-of-the-art methods on THUMOS 14 dataset.

Table 2: Comparison with state-of-the-art PTAL methods on THUMOS 14 dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>mAP@IoU (%)</th>
<th>AVG (0.1:0.5)</th>
<th>AVG (0.3:0.7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SF-Net \cite{liu2016action}</td>
<td>68.3</td>
<td>62.3</td>
<td>52.8</td>
</tr>
<tr>
<td>DCST \cite{li2019 Dai}</td>
<td>72.3</td>
<td>64.7</td>
<td>58.2</td>
</tr>
<tr>
<td>LACP \cite{yang2019lACP}</td>
<td>75.7</td>
<td>71.4</td>
<td>64.6</td>
</tr>
<tr>
<td>Ours</td>
<td><strong>77.1</strong></td>
<td><strong>72.6</strong></td>
<td><strong>65.9</strong></td>
</tr>
</tbody>
</table>

### 4.3 Analysis

**Pseudo Label Generation** In Table 4, we evaluate the quality of generated pseudo labels. Specifically, we compare the mAP at threshold 0.5 of the pseudo labels generated in different iterations of training. We can see that the mAPs of pseudo labels improve continuously as
Table 3: Comparison with state-of-the-art PTAL methods on GTEA and BEOID dataset. The AVG column shows the averaged mAP under the thresholds [0.1:0.1:0.7].

<table>
<thead>
<tr>
<th>Method</th>
<th>GTEA</th>
<th>BEOID</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mAP@IoU (%)</td>
<td>mAP@IoU (%)</td>
</tr>
<tr>
<td></td>
<td>0.1 0.3 0.5 0.7</td>
<td>0.1 0.3 0.5 0.7</td>
</tr>
<tr>
<td>SF-Net [28]</td>
<td>58.0 37.9 19.3 11.9</td>
<td>62.9 40.6 16.7 3.5</td>
</tr>
<tr>
<td>DCST [18]</td>
<td>59.7 38.3 21.9 18.1</td>
<td>63.2 46.8 20.9 5.8</td>
</tr>
<tr>
<td>LACP [20]</td>
<td>63.9 55.7 33.9 20.8</td>
<td>76.9 61.4 42.7 25.1</td>
</tr>
<tr>
<td>Ours</td>
<td>63.1 52.1 37.3 22.2</td>
<td>78.2 65.3 45.1 26.6</td>
</tr>
</tbody>
</table>

Table 4: Influence of progressive updating and the fine-grained contrastive loss $L_{CTR}$ on the quality of pseudo labels on ActivityNet 1.3.

<table>
<thead>
<tr>
<th>Training Epochs</th>
<th>0</th>
<th>10</th>
<th>20</th>
<th>30</th>
</tr>
</thead>
<tbody>
<tr>
<td>mAP@0.5 (w/o $L_{CTR}$)</td>
<td>33.4</td>
<td>38.9</td>
<td>41.3</td>
<td>41.6</td>
</tr>
<tr>
<td>mAP@0.5 (w $L_{CTR}$)</td>
<td>42.3</td>
<td>45.1</td>
<td>45.8</td>
<td></td>
</tr>
</tbody>
</table>

Table 5: Influence of the fine-grained contrastive loss $L_{CTR}$ on the model’s performance on ActivityNet 1.3.

<table>
<thead>
<tr>
<th>$L_{CTR}$</th>
<th>mAP@IoU (%)</th>
<th>AVG</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o</td>
<td>44.1</td>
<td>26.3</td>
</tr>
<tr>
<td>w</td>
<td>48.3</td>
<td>27.8</td>
</tr>
</tbody>
</table>

the training process goes on, regardless of the potential impact of $L_{CTR}$. This verifies the effectiveness of our proposed pseudo label generation algorithm and the refinement brought by the continuous updating during training.

**Effectiveness of Contrastive Feature Refinement** To verify the effectiveness of contrastive feature refinement, we show the influence of $L_{CTR}$ on the quality of pseudo labels in Table 4 and the model’s performance in Table 5. When trained with $L_{CTR}$, the generated pseudo labels are significantly more precise than the ones trained without $L_{CTR}$, indicating that $L_{CTR}$ is helpful in improving the precision of pseudo label. In addition, $L_{CTR}$ consistently improves the performance of our method at different IoU thresholds. These all prove that the contrastive feature refinement brought by $L_{CTR}$ is beneficial to achieving more accurate temporal action localization.

**Vision-language Modeling** We conduct an ablation study to validate the effectiveness of our vision-language modeling. Due to the page limit, we place the detailed experiment analysis in our supplementary material.

**Limitations and Future Work** We also analyze the limitations and promising directions of improvement. We put the analysis in our supplementary material due to the space limit.

## 5 Conclusion

In this paper, we propose a novel proposal-based framework for PTAL, which can flexibly generate action proposals with more temporal information compared to previous MIL-based methods. We propose an efficient pseudo label generation algorithm to provide action boundary information to our model, which narrows the performance gap between weakly-supervised methods and fully-supervised methods. We further introduce a fine-grained contrastive loss to refine the features, improving the quality of pseudo labels and the accuracy of action localization. Experiments on four benchmarks: ActivityNet 1.3, THUMOS 14, GTEA, and BEOID prove that the proposed pseudo labels generation algorithm and contrastive loss help our model to localize action instances better. Our method achieves impressive results on all four benchmarks.
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