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Abstract

Multi-task partially annotated data where each data point is annotated for only a sin-
gle task are potentially helpful for data scarcity if a network can leverage the inter-task
relationship. In this paper, we study the joint learning of object detection and semantic
segmentation, the two most popular vision problems, from multi-task data with partial
annotations. Extensive experiments are performed to evaluate each task performance and
explore their complementarity when a multi-task network cannot optimize both tasks si-
multaneously. We propose employing knowledge distillation to leverage joint-task op-
timization. The experimental results show favorable results for multi-task learning and
knowledge distillation over single-task learning and even full supervision scenario. All
code and data splits are available at https://github.com/lhoangan/multas

1 Introduction
Although both object detection and semantic segmentation aim to understand the image con-
tent, the two problems differ in spatial structure and information granularity. Object detec-
tion performs at the object level outputting unordered list of bounding boxes with corner
coordinates and object types while semantic segmentation provides per-pixel predictions;
object detection distinguishes object instances while semantic segmentation recognizes each
category as a whole and also amorphous regions such as ground, sky, sea, etc.

Attempts have been made to jointly learn both tasks in a single model. Methods such as
Mask R-CNN [13] overcomes the spatial structure difference by generating an object mask
for each predicted bounding box, effectively predicting instance segmentation. On the other
hand, the introduction of panoptic segmentation [17] can be seen as resolving the information
granularity difference in which instance-level objects and amorphous categories are tackled
together as a dense prediction problem. Combining both tasks under the common form of
instance segmentation, however, leaves the original tasks unfinished: Mask R-CNN does
not provide segmentation masks for stuff categories nor does panoptic segmentation directly
provide bounding box coordinates.

Multi-task learning is a research area that allows training different problems under the
same model. The general assumption is that several tasks are inherently related to one
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Figure 1: Class activation maps at the same feature layers of an object detection network (left) and
semantic segmentation (right) showing incompatible feature attentions: detection only activates a (few)
feature at the scale producing fit boxes while segmentation activates all those belong to the objects.

another and by optimizing them together for each input image, the network could extract
common features and pick up the salient interrelationships. Although training multiple
tasks could potentially increase tasks coherency and, for particular setups, also allow self-
supervision [4, 35], it is challenging as each task would require specific architecture and
optimization criteria, and maintaining a training dataset with consistent annotations for all
tasks proves to be expensive.

In this paper, the joint learning of object detection and semantic segmentation is consid-
ered, which despite their popularity as single tasks, seems to receive limited attentions in the
literature. Due to different targets, although the two tasks are closely related, the features
learned for each task are not readily compatible. Figure 1 shows the activation map using
Grad-CAM [30] at the same layers of two networks with the same encoder architectures,
trained for object detection and semantic segmentation. Semantic segmentation activates
(nearly) all the features covering the object of interest while object detection activates only
those at the feature scale that produces fitted bounding boxes, no matter if they belong to the
objects. Table 1 and Sec. 4.2 show that an encoder trained for one task cannot immediately
be used for the other tasks when only the task-specific head is finetuned.

Diverging from the usual multi-task learning assumption that annotations are available
in all tasks for each training example, we limit the scope of the paper to multi-task partially
annotated data, where each image is annotated for a single task and there are no images con-
taining both task annotations. This is interesting because (1) the network cannot optimize
both tasks for the same input and is hindered in attempt to learn joint features and salient
interrelationships; (2) therefore, this setting would illustrate the complementarity of the two
tasks of interest; and (3) it is data efficient and would be an alternative method to amelio-
rate the data scarcity problem as more data with single-task annotations could be used for
training, allowing for expanding training ability.

To that end, we employ a simple multi-task learning framework to study the combina-
tion of object detection and semantic segmentation. We experiment with various setups and
observe each task’s performance under different input conditions. By varying the datasets,
the interaction between the two tasks can be observed which can be useful for further study.
The simple feature-imitation knowledge distillation model is employed for cross-task opti-
mization which is seemingly not possible for partially annotated data.

The paper contributions are as follows. We explore the combination of object detection
and semantic segmentation in a multi-task learning framework for partially annotated data.
Extensive experiments are performed to evaluate both quantitatively and qualitatively the
benefit of one task to the other. A knowledge distillation method is employed and evaluated
for joint-task optimization.
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2 Related work

2.1 Multi-task learning
Multi-task learning (MTL) trains a single model that can infer different task targets from a
given input. One of the main assumptions is the compatibility of the features learned for each
task and by optimizing them for each input, the network could learn the common knowledge
that benefits and complements one another [20, 26].

Several methods have been proposed to accommodate various tasks and network archi-
tectures to improve shared information among the tasks [3] using attention mechanisms [23]
and gating strategies [2], and to study cross-task relationships [26, 33]. The fully supervised
learning strategy requires annotations available for all tasks per training example for opti-
mization, which is costly and hinders scalability. Therefore, attempts have been made for
semi-supervised learning [6, 15] that allows learning from unlabelled data and relaxes the
number of annotations, yet all-task annotations per training sample are still required.

Closely related to the problem in our paper is the work of Li et al. [19], in which each
training data point is only required to contain an annotation for a single task, or the multi-task
partial annotation scenario. The cross-task consistency constraint is proposed and the task-
specific annotations are projected to the joint pairwise task-space from which supervised
signals are provided to the training process. The method requires the dense spatial structures
of the annotations making it inapplicable for object detection in this paper.

2.2 Knowledge distillation
Hinton et al.[14] has shown that a network could benefit from a larger or an ensemble of
models, called teachers, by mimicking the predicted logits or imitate the deep features [11]
learned by them. Depending on the purpose, knowledge distillation (KD) could be seen as
model compression which aims to reduce model complexity with less performance sacrific-
ing, or a self-training technique [32, 37] where a network is trained using the combination of
available annotations and pseudo-labels provided by the teacher’s predictions. Self-training
with uncertain teachers for object detection has recently been studied [27], where the teachers
are trained with a small number of supervised data disjoint with the students’ training set, or
for a different task (segmentation). Different from their paper which also involves detection-
segmentation multi-task training but focuses only on the detection benefit, our work interests
in both tasks’ performances and shows the multi-task advantage with TIDE [1] error analy-
sis. Multi-task learning has seen other applications with self-training such as the extension of
Born Again Network [10] for learning context in NLP problem [7] using a weight annealing
strategy to update the distillation and multi-task losses. Li et al. [18] apply knowledge dis-
tillation to solve the unbalanced loss optimization problem in multi-task learning and show
favorable results for fully annotated semantic segmentation and depth prediction training.

3 Method
To study the relationship between object detection and semantic segmentation, we apply a
simple multi-task learning framework following the encoder-decoder principle. Common to
many approaches is a shared encoder, comprising a backbone (e.g. the ResNet family) and a
neck (e.g. the FPN family), which extracts and aggregates features from input images while
multiple decoders, or heads, provide task-specific predictions. The overview framework
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Figure 2: A general view of the network architecture including an encoder (backbone and neck) and
2 heads for object detection and semantic segmentation. Object detection performs at each pyramid
scale while semantic segmentation aggregates all scales and upsamples them to the image-size.

is shown in Figure 2. In this work, the one-stage anchor-based object detection architec-
tures [22, 25] are studied. The detection head (red boxes) at each pyramid scale comprises
2 output branches with the same architecture for localization and classification losses. For
semantic segmentation, the multi-scale pyramid features are aggregated using the architec-
ture by Kirillov et al. [17]. The aggregation is performed by alternating between convolution
and double up-sampling the features at each scale until one-fourth of the input size before
element-wise adding together and finally quadruple up-sampling to the input size. The ag-
gregated and segmentation features’ dimensions are set to 128 following the original work
while detection heads features are 256 as output from the encoder. The detection head uses
the Focal Loss [22] and the Balanced L1 Loss [28] for localization and classification while
the semantic segmentation head uses the regular cross-entropy with softmax loss.

Multi-task training. As each data point is annotated for only a single task, not all the
losses can be optimized together. Two optimization approaches are considered, alternating
the tasks (1) every epoch or (2) every iteration. For the former, the network is trained with
one task for one epoch with the gradients computed from the respective task-specific head
and leaving the other task head untouched before being trained with the other task in the
following epoch. For the latter, a mini-batch of images with annotations for one task is
passed through the network immediately after one with the other task. The gradients from
each mini-batch is computed for the corresponding head and accumulated for the encoder.
Only after mini-batches from both tasks have been fed in and gradients accumulated are the
network parameters updated. As a result, both tasks start and end an epoch together. Thus,
the task with fewer annotations will randomly have some images repeated in waiting for a
new epoch. We show in Sec. 4.2 and Table 1 the performance difference of the two strategies.

Knowledge distillation. We concatenate the features of all scale levels along the flat-
tened spatial dimensions. The features of the student network are projected by a 1×1 convo-
lution before being compared to the corresponding teachers’. The simple Mean Square Error
(MSE) [34] is applied for feature imitation distillation. The illustration is shown in Figure 3.
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Figure 3: Visualization the knowledge distillation process in the multi-task learning for partially anno-
tated data. Images and task-specific annotations are fed to the student and the respective teachers, with
KD losses computed on teacher-student flattened and concatenated neck features.

As each training image can optimize a single task, there are 3 cases for distilling the
student features per iteration: (1) from the teacher whose task is annotated (1mse) so the
student’s features are forced to follow the teacher’s while learning from the provided ground
truths at the same time, (2) from the task teacher without annotations (0mse) so that the head
is trained with one task (using ground truth) while the encoder is forced to follow the other’s
teacher, and (3) is the combination of both (2mse).

4 Experiments

4.1 Setup
Datasets. All the experiments are conducted on the Pascal VOC [9] containing 20 object
categories with 8,218 bounding-box annotated images for training, 8,333 for validation, and
4,952 for testing. Due to limited semantic segmentation annotations originally provided
(1,464 and 1,449 for training and validation, respectively), the common practices use extra
annotations provided by [12], resulting in 10,582 training images.

To simulate the partial supervision scenario, images are randomly sampled into 2 sub-
sets, one for detection whose semantic annotations are held back and the other for semantic
segmentation whose bounding-box annotations are kept out, resulting in 7,558 and 7,656
respectively (images without semantic segmentation ground truth are prioritized to the detec-
tion subset). For validation, the originally provided validation set for semantic segmentation
with both task annotations are used with 1,443 images (6 images with only semantic seg-
mentation are withheld). Unless stated otherwise, the image lists are kept the same in all
experiments.

For out-of-domain experiments, the Cityscapes [8] dataset with 2,975 training, 500 vali-
dation images, and 7 semantic classes is employed for semantic segmentation. We resize the
images to 128×256 to speed up the training process following [19, 23].

Network architectures. For comparison purposes, two backbone models from the ResNet
family are employed, including ResNet50 backbone with PAFPN [24] neck (RN50+PAFPN),
and ResNet18 backbone with FPN [21] neck (RN18+FPN). A few modifications are made
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Training Detection

RN18+FPN RN50+PAFPN

Single task 42.81 50.22

Finetuning head 31.80 36.08
Finetuning full 43.30 50.61
ReCAM [5]

Multi-task (epoch) 44.51 51.62
Multi-task (iteration) 44.78 52.10

Multi-task (full) 46.83 53.68

Segmentation

RN18+FPN RN50+PAFPN

64.55 72.32

61.08 65.84
65.21 72.01
63.30 70.11

66.99 72.93
67.57 73.66

67.47 73.08
Table 1: Comparing single tasks and multi-task learning on partially annotated data. Multi-task are
trained by alternating the tasks every epoch or iteration. Training both tasks (full) results are included
for reference. Multi-task learning outperforms all other settings.

Training Detection

RN18+FPN RN50+PAFPN

Single task 42.81 50.22
38.10 43.73

Multi-task 44.78 52.10
40.89 47.27
44.99 51.43

Segmentation

RN18+FPN RN50+PAFPN

64.55 72.32
63.02 68.96

67.57 73.66
65.39 73.17
66.16 73.03

Table 2: Single-task and multi-task performance when trained with half annotated detection and
segmentation . Single-task is impacted more from the reduced training sizes for the respective task.

following the implementation of [34], including removing the first max-pooling layer of
ResNet as in ScratchDet [36], and adding the context enhancement module as in Thunder-
Net [29]. The number of convolutional blocks in the detection head subsets is reduced from 4
to 2 to speed up the training time. The two networks are also used for knowledge distillation
as teacher and student, respectively, with parameter ratio of 1.61. The networks are trained
for 30 epochs, with learning rate of 5×10−3.

Evaluation and analysis. We employ, for semantic segmentation the conventional IOU
score [16] and, for object detection, the mAP metric implemented by the Detectron2 li-
brary [31], which follows the original VOC code but averages APs at multiple IOU thresh-
olds in the range [.5, .95, .05]. The detection results at IOU of 50%, i.e. AP50, are used
as inputs to the TIDE [1] framework for analyzing the error sources. TIDE breaks down
detection errors into 6 types and estimates the isolated contribution of each to the overall
performance, as follows: (1) Cls errors localize correctly but classify incorrectly; (2) Loc
errors classify correctly but localize incorrectly; (3) Both errors classify and localize incor-
rectly; (4) Dupe errors would be correct if not for a higher scoring detection; (5) Bkg errors
detect background as foreground; (6) Miss errors are all undetected ground truths not already
covered by Cls or Loc error.
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Detection Segmentation Multi-task Multi-task+0mse

Figure 4: Class activation maps on the same layers for single task object detection and semantic seg-
mentation networks (first 2 columns) and multi-task network (last 2 columns). Failed detected objects
are recovered by multi-task networks and further with cross-task enforcing by KD (+0mse).

AP50↑ Cls↓ Loc↓ Both↓ Dupe↓ Bkg↓ Miss↓ FP↓ FN ↓

40.89 4.23 7.16 0.70 0.37 1.45 8.38 13.12 16.58
44.99 3.75 6.08 0.58 0.43 1.46 6.54 14.02 13.09

∆ 4.10 -0.48 -1.08 -0.12 0.06 0.01 -1.84 0.90 -3.49

47.27 2.69 6.81 0.56 0.37 1.07 8.57 9.55 15.12
51.43 2.46 6.06 0.51 0.31 1.07 6.39 9.47 12.30

∆ 4.16 -0.23 -0.75 -0.05 -0.06 0 -2.18 -0.08 -2.82
Table 3: TIDE analysis of detection from RN18+FPN (top) and RN50+PAFPN (bottom).

4.2 Single-task learning and multi-task learning

In this experiment, we confirm the benefit of multi-task training for partially annotated data
where each training example is only annotated for a single task. Possible data exploitation
includes (1) training a single-task network with the provided annotated data; (2) training a
single-task network by finetuning one pretrained for the other task; (3) training a single-task
network with provided annotated data and pseudo labels generated by a semi-supervised
learning method for the other task’s data; and (4) training a multi-task network with 2 de-
coders. Except for (1), all other strategies involve the data from the other task in the training
process: (2) is a standard transfer learning approach and (3) formulates as a weak-supervised
problem. The ReCAM method [5] is applied to generate semantic mask for images from the
detection subset . For the transfer learning approach, we also include experiments where
the pretrained backbone and neck are kept frozen during finetuning to show the compatibility
of the features extracted for one task to the other. The results are shown in Table 1.
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AP50↑ Cls↓ Loc↓ Both↓ Dupe↓ Bkg↓ Miss↓ FP↓ FN ↓

STL 42.81 4.71 6.17 0.73 0.40 1.61 6.70 16.40 12.85
MTL 40.89 4.23 7.16 0.70 0.37 1.45 8.38 13.12 16.58
∆ -1.92 -0.48 0.99 -0.03 -0.03 -0.16 1.68 -3.28 3.73

STL 50.22 2.91 6.45 0.54 0.34 1.25 6.48 10.51 13.21
MTL 47.27 2.69 6.81 0.56 0.37 1.07 8.57 9.55 15.12
∆ -2.95 -0.22 0.36 0.02 0.03 -0.18 2.09 -0.96 1.91

Table 4: TIDE analysis of detection from RN18+FPN (top) and RN50+PAFPN (bottom).

It could be seen that the performance of multi-task learning even with partially annotated
data are highest for all settings. The results when the two tasks are alternated every iteration
seems to perform slightly better than every epoch. We also include the results when an image
is annotated with both task, i.e. fully supervised setting with all annotations from [12] for ref-
erence (the results are not comparable as there are 10,476 images with both task annotations).
Even with fewer effective images, optimizing both tasks shows superior performance. Train-
ing a semantic network with joint annotated data and pseudo-label generated by ReCAM
method does not help even when compared to single task learning.

Regarding transfer learning scenario, finetuning the whole network pretrained with the
other task improves over single-task learning while finetuning with frozen encoders plunges,
showing the incompatible features learned by one task to the other. Class activation maps
generated by Grad-CAM [30] are shown in Figure 4 for single and multi-task networks at
the same layer output by the encoder. The multi-task activation seems spreading out for both
detection and segmentation and could recover a miss-detected object.

Multi-task with fewer data We extend the study by adjusting the number of training data
used for multi-task learning. Half number of images from one task subset are randomly
removed while retaining those of the other. The results are shown in Table 2.

Although reducing training data size takes a great toll on the respective single task per-
formance, the multi-task results seem to have less impact, especially for ResNet50+PAFPN
with semantic segmentation task. From a multi-task point of view, reducing detection set
also affects semantic segmentation performance, especially for RN18+FPN, while reducing
segmentation data does not seem to affect the performance of the detection counterpart.

TIDE analysis on Table 3 shows that the most contribution to the difference between
and is FN, especially the missing objects (Miss, ∆=-1.84, -2.18), then faulty localization
with correct classification (Loc, ∆=-1.08, -0.75). The Classification error (Cls) seems to be
affected at a lesser degree (∆=-0.48, -0.23). As the semantic segmentation masks do not
contain precise locations of object instances, even when VOC has limited instances per im-
age, using semantic masks helps more with classification and less with localization. This is
confirmed in Table 4 where STL trained with full detection data is compared to MTL with
half . Although inferior in general performance, MTL with half detection has lower classi-
fication error (Cls,∆=-0.48,-0.22) background confusion (Bkg,∆=-0.16,-0.18), and generally
FP (∆=-3.28,-0.96).

Multi-task with different category sets To understand the interrelationships between ob-
ject detection and semantic segmentation, we gradually deviate one task from the other and
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Detection (20 classes)

RN18+FPN RN50+PAFPN

Single task 42.81 50.22
Multi-task 44.48 50.38

Segmentation (4 classes)

RN18+FPN RN50+PAFPN

78.47 81.82
79.32 81.89

Table 5: Single-task and multi-task performance when the tasks have different label sets. The perfor-
mance gap decreases yet still in favor of multi-task learning.

Detection (VOC)

RN18+FPN RN50+FPN

Single task 38.688 44.683
Multitask 37.531 39.910

Segmentation (Cityscapes)

RN18+FPN RN50+FPN

71.389 72.398
69.481 70.247

Table 6: Single tasks and multi-task performance when the tasks are from different domains. Jointly
learning 2 tasks from different domains does not help but hurt the performance.

observe the performance differences. In this experiment, the category set for semantic seg-
mentation is modified. Various VOC semantic categories are merged into an “abstract” class
representing the group of the original labels such as the vehicle group (from aeroplane, bicy-
cle, boat, bus, car, motorbike, and train), animal (from bird, cat, cow, dog, horse, and sheep),
furniture (bottle, chair, dining table, potted plant, sofa, and TV monitor), and person as a
group in itself.

Arranging different classes into the same group arrives at a semantic segmentation task
that aims to learn entirely different concepts from the object detection task. The results are
shown in Table 5. Although the performance distance between multi-task and single-task
is shortened as each task has to cope with its own concept targets, multi-task still has its
superiority. There is a diminishing return with higher capacity architectures.

Multi-task with out-of-domain data In this experiment, the two tasks are further pushed
to different data domains. To that end, the semantic segmentation images are taken from
the Cityscapes dataset [8] with 7 classes. Some of the classes are shared between the two
datasets, such as car, human, vegetation. The results in Table 6 show that jointly learning data
from different domains worsens the multi-task performance. It is not surprising as the data
belong to different distributions with different semantic concept targets, the jointly learned
features from one task is not helping but impede the other’s learned features.

4.3 Knowledge distillation
In this section, knowledge distillation (KD) is used to enact joint-task training for partially
annotated data and multi-task learning. To that end, the ResNet50+PAFPN architecture is
used as the teacher model and results of the student ResNet18+FPN are reported. The task-
specific heads are kept the same for the two networks. The teacher-student parameter ratio is
1.61. Unless stated otherwise, the teachers are initialized with the corresponding weights for
single tasks from the previous experiments and stay frozen during the training of the students.
The results are shown in Table 7. By simply forcing the student encoders to imitate the output
of the teachers, the corresponding results are improved, confirming the benefit of knowledge
distillation. Distilling the encoder neck features using one task’s teacher while training the
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Training Detection Segmentation

Single task 42.907 65.291
+ KD 44.982 67.375

Multi-task 45.678 67.310
+ 1mse 45.989 69.126
+ 0mse 47.337 70.056
+ 2mse 47.611 69.911

Table 7: Adding feature imitation knowledge distillation. For multi-task learning, the distilled features
can be on the task with (1mse), or without annotations (0mse), or both (2mse). The performances are
in favor for (0mse) and (2mse).

AP50↑ Cls↓ Loc↓ Both↓ Dupe↓ Bkg↓ Miss↓ FP↓ FN ↓

STK 42.81 4.71 6.17 0.73 0.40 1.61 6.70 16.40 12.85
+MSE 44.98 4.94 5.70 0.67 0.43 1.71 5.39 17.32 11.67

∆ 2.17 0.23 -0.47 -0.06 0.03 0.10 -1.31 0.92 -1.18

MTL 44.78 3.70 6.72 0.73 0.40 1.61 6.13 14.90 12.43
+MSE 47.61 3.10 6.17 0.65 0.50 1.61 5.56 13.47 11.66

∆ 2.83 -0.60 -0.55 -0.08 0.1 0 -0.57 -1.43 -0.77
Table 8: TIDE analysis of detection results with (+MSE) and without knowledge distillation.

other task’s head using provided ground truths (0mse) shows favorable results over distilling
the same task that has annotations (1mse). The results are even higher when both tasks are
optimized simultaneously in the fully-supervised scenario in Table 1, showing the benefit of
multi-task data exploitation and joint-task optimization using knowledge distillation.

Table 8 shows the errors reduced by KD for both single-task learning (STL) and multi-
task learning (MTL). It could be seen that among the first 6 errors, KD helps the most with
Miss detection and Cls. The effects, however, are not the same for STL and MTL: STL
benefits substantially from Miss error (∆=-1.31), reflecting also in FN (∆=-1.18) while MTL
benefits equally on Cls, Loc, and Miss, emphasizing on FP (∆=-1.43). This suggests the
more balancing performance of MTL over STL and the improvement of robustness by KD.

5 Conclusion
The paper studies the possibility for jointly learning object detection and semantic segmen-
tation using partially annotated data. As there are no images with both task annotations,
optimization is alternated between the tasks. The experiments show that by alternating ev-
ery iteration, the networks could pick up useful information from the other task’s data and
improve over the single-task cases. Knowledge distillation could be an alternative method
allowing to learn interrelationship between one task and the other’s features.
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