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Abstract

Clustering is the task of gathering similar data samples into clusters without using any predefined labels. It has been widely studied in machine learning literature, and recent advancements in deep learning have revived interest in this field. Contrastive clustering (CC) models are a staple of deep clustering in which positive and negative pairs of each data instance are generated through data augmentation. CC models aim to learn a feature space where instance-level and cluster-level representations of positive pairs are grouped together. Despite improving the SOTA, these algorithms ignore the cross-instance patterns, which carry essential information for improving clustering performance. This increases the false-negative-pair rate of the model while decreasing its true-positive-pair rate. In this paper, we propose a novel contrastive clustering method, Cross-instance guided Contrastive Clustering (C3), that considers the cross-sample relationships to increase the number of positive pairs and mitigate the impact of false negative, noise, and anomaly sample on the learned representation of data. In particular, we define a new loss function that identifies similar instances using the instance-level representation and encourages them to aggregate together. Moreover, we propose a novel weighting method to select negative samples in a more efficient way. Extensive experimental evaluations show that our proposed method can outperform state-of-the-art algorithms on benchmark computer vision datasets: we improve the clustering accuracy by 6.6\%, 3.3\%, 5.0\%, 1.3\% and 0.3\% on CIFAR-10, CIFAR-100, ImageNet-10, ImageNet-Dogs, and Tiny-ImageNet.

1 Introduction

In the past few years, self-supervised learning [8, 23, 32], particularly contrastive learning, has established itself as a state-of-the-art representation learning algorithm [8]. They generate a transformed version of the input samples and attempt to learn a representation in which augmentations of the same data point are closer together and further away from other points. They managed to outperform other baselines, particularly in...
tasks related to computer vision, such as image classification [6], image anomaly detection [14], and object recognition [36]. Encouraged by these results, several studies have attempted to apply contrastive learning to the clustering task. An early attempt by Li et al. [22] showed that contrastive clustering could significantly outperform other baselines on benchmark datasets. Despite these improvements, contrastive clustering and the majority of other deep clustering methods do not consider the interrelationship between data samples, which commonly leads to sub-optimal clustering [28]. However, it would be challenging to incorporate information about the cross-relationship of different instances in an unsupervised setting where we do not have access to data labels. As a result, existing unsupervised CC-based algorithms suffer from high false-negative-pair and low true-positive-pair rates because the model cannot effectively take advantage of the degree of similarity of samples.

In this paper, we propose a groundbreaking technique to discover similarities between samples. Then, we employ these similarities to identify positive and negative pairs more accurately. We design a soft-weighting scheme that allows focusing on the more challenging to cluster data points. To realize this goal, we create a pool of weighted sample pairs where higher weights are assigned to the samples closer to the data cluster boundaries. Such a weighting scheme mitigates the influence of easy-to-cluster data, noise, and, more importantly, the existing false-negative-pair issue in the CC-based methods. Also, by incorporating a larger number of positive samples, we improve the true-positive-pair rate. Overall, our method significantly improves the training efficiency of the model and leads to a clustering-friendly representation. In the remainder of this paper, we describe our idea more formally.

We summarize the contribution of this work as follows: (1) we propose a new contrastive loss function to incorporate the newly discovered positive pairs toward learning a more reliable representation space. (2) we propose a novel weighting scheme that aims to separate more challenging data samples, specifically those that are close to cluster boundaries. This improves the representation learning process and greatly impacts the false-negative-pair selection rate. (3) by carrying out extensive experiments, we show that our proposed scheme can significantly outperform current state-of-the-art by a significant margin in terms of several clustering criteria. This significant improvement results from considering the pairwise data similarities. (4) We offer insight into the behavior of our developed model, discuss the intuition behind how it improves the clustering performance and support them by conducting relevant experiments.

2 Related Works

Deep learning-based clustering methods can be categorized into two groups [43]: (I) Models that use deep networks for embedding the data into a lower-dimensional representation and apply a traditional clustering such as k-means to the new representation, and (II) Algorithms that jointly train the neural network for extracting features and optimizing the clustering results. In order to achieve a more clustering-friendly representation, previous studies have added regularization terms and constraints to the loss function of neural networks. For example, Huang et al. [16] proposed the Deep embedding network (DEN), which imposes a locality preserving and a group sparsity constraint to the latent representation of the autoencoder. These two constraints reduce the inner cluster and increase the inter-cluster distances to improve the clustering performance. In another work, Peng et al. [26] proposed deep subspace clustering with sparsity prior (PARTY) that enhances the clustering efficiency of the
autoencoder by incorporating the structure’s prior in order to consider the relationship between different samples. Sadeghi and Armanfard [30] proposed Deep Multi-Representation Learning for Data Clustering (DML), which uses a general autoencoder for instances that are easily clustered along separate AEs for difficult-to-cluster data to improve the performance. More recent works jointly train the neural network with the clustering objective to further improve the clustering performance. For instance, Deep clustering network (DCN) [38] uses k-means objective as the clustering loss and jointly optimizes it with the loss of an autoencoder. Analogously, Deep embedded clustering (DEC) [37] first embeds the data into a lower-dimensional space by minimizing the reconstruction loss. Then, it iteratively updates the encoder part of the AE by optimizing a Kullback-Leiber (KL) divergence loss between the soft assignments and adjusted target distributions. Following the success of DEC, a series of improved algorithms have been developed. For instance, improved deep embedded clustering with local structure preservation (IDEC) [10] jointly optimizes the clustering loss and AE loss to preserve the local structure of data, IDECF [29] adds a fuzzy c-mean network for improving the auxiliary cluster assignment of IDEC during training, and Deep embedded clustering with data augmentation (DEC-DA) [11] applies the DEC method along with the data augmentation strategy to improve the performance. Several other methods design auxiliary tasks for learning an efficient representation. E.g., JULE [39] applies agglomerative clustering to learn the data representation and cluster assignments. In another algorithm named invariant information clustering (IIC) [12], the mutual information between the cluster assignment of a pair is maximized. Recently, researchers have turned their attention to self-supervised learning (SSL) models for clustering. For example, MMDC (multi-modal deep clustering) [31] improves the clustering accuracy by solving the proxy task of predicting the rotation. SCAN (semantic clustering by adopting nearest neighbors) [33] first obtains a high-level feature representation using self-supervised learning and then improves the clustering performance by incorporating the nearest neighbor prior. Contrastive learning is a self-supervised learning paradigm that learns data representation by minimizing the distance between the augmentations of the same sample while pushing them away from other instances. SimCLR [6] is an example of a contrastive model for learning representation from images that can achieve performance on par with supervised methods. Researchers have increasingly utilized contrastive models for solving tasks such as clustering in the past couple of years. Zhong et al. proposed deep robust clustering (DRC) [42] in which a contrastive loss decreases the inter-class variance and another contrastive loss increases the intra-class distance. Contrastive clustering (CC) [22] improves the clustering performance by jointly performing the instance and cluster-level contrastive learning.
3 Method

Given an unlabelled dataset \( \mathcal{X} = \{x_1, x_2, \ldots, x_N\} \) and a predefined cluster number parameter \( M \), the goal of the clustering problem is to partition \( \mathcal{X} \) into \( M \) disjoint groups. Figure 2. shows the overall scheme of the C3 framework.

Like other contrastive learning methods, we apply two data augmentations \( T^a \) and \( T^b \), sampled randomly from a pool of transformations, \( T \), to form a true positive pair \((x^a_i, x^b_i)\) for a sample \( x_i \), where \( x^a_i = T^a(x_i) \) and \( x^b_i = T^b(x_i) \). In this paper, we used SimCLR transformation pool \( \mathcal{T} \). As is shown in Figure 2., we use the encoder network \( f(.) \) to extract features of augmented samples, i.e., \( h^a_i = f(x^a_i) \) and \( h^b_i = f(x^b_i) \). Inspired by CC \[22\], we devise instance-level and cluster-level contrastive networks, denoted by \( g_i(.) \) and \( g_C(.) \), respectively. The instance-level network maps the extracted feature of augmented samples to the latent representation (aka z-space), i.e. \( z^a_i = g_i(h^a_i) \) and \( z^b_i = g_i(h^b_i) \). The output of the cluster-level network is the cluster assignments of samples to different clusters, i.e. \( c^a_i = g_C(h^a_i) \) and \( c^b_i = g_C(h^b_i) \). We call the output of the cluster-level network c-space. We first initialize our networks, i.e. \( f(.) \), \( g_i(.) \), and \( g_C(.) \) using the CC algorithm.

If we do such initialization process for a sufficient number of epochs, a partially reliable z-space will be obtained. However, the z-space obtained by minimizing the CC loss is sub-optimal for clustering, which results in a large false-negative-pair rate and a low true-positive-pair rate. To mitigate this issue, our method incorporates cross-sample similarities.

Since our framework is unsupervised and we do not have access to the data labels to identify samples belonging to the same cluster, we use a notion of self-supervision to refine clusters. We employ the cross-sample similarities in the partially trained z-space to realize the self-supervision concept. The cross-sample similarity is measured by the cosine distance. We consider those samples to be similar and pull them closer together by minimizing the loss function \( \mathcal{L}_{C3} \) defined below:

\[
\mathcal{L}_{C3} = \frac{1}{2N} \sum_{i=1}^{N} (\tilde{\ell}_i^a + \tilde{\ell}_i^b)
\]

\[
\tilde{\ell}_i^a = -\log \frac{\sum_{k \in \{a,b\}} \sum_{j=1}^{N} \mathbb{1}\{z_i^a\top z_j^k \geq \zeta\} \exp(z_i^a\top z_j^k)}{\sum_{k \in \{a,b\}} \sum_{j=1}^{N} w_{ij}^k \exp(z_i^a\top z_j^k)},
\]

where \( \mathbb{1}\{.\} \) denotes the indicator function. Analogous to \( \tilde{\ell}_i^a \), we define \( \tilde{\ell}_i^b \) that considers similarity of \( z_i^b \) and other samples in the batch. Furthermore, in the denominator of the proposed loss function, we included \( w_{ij}^k \) to consider higher weights for the samples that are neither close together nor far from each other. In this way, we realize the goal of decreasing the false negative pair selection rate as, in the traditional CC-based methods, all augmented samples in the batch are equally considered when forming negative pairs, regardless of the possibility of them belonging to the same cluster and the difficulty of the samples to cluster.

We assume that the weight terms are given when minimizing the C3 loss defined in (2). To obtain an optimum value for a weight term \( w_{ij}^k \), we propose solving the below optimization problem while the networks are frozen. The first term of the below optimization problem is defined based on our motivation to assign a very low weight to too close and too far away samples and, instead, let the remaining samples, which are more probably located on the cluster boundaries, take higher weights. The second term is to avoid the trivial solution of assigning a weight equal to one to the sample providing the maximum value of \( 1 - |z_i^a\top z_j^k| \). To avoid instability, we include the constraint by which the summation of all weights must be equal to 1.
In this section, we demonstrate the effectiveness of our proposed scheme by conducting rigorous experimental evaluations. We evaluated our method on five challenging computer vision benchmark datasets: CIFAR-10, CIFAR-100 [19], ImageNet-10, ImageNet-Dog [7], and Tiny-ImageNet [21]. For CIFAR-10 and CIFAR-100, we combined the training and test splits. Also, for CIFAR-100, instead of 100 classes, we used the 20 super-classes as the ground-truth. To evaluate the performance, we use three commonly-used metrics in clustering namely clustering accuracy (ACC), Normalized Mutual Information (NMI), and Adjusted Rand Index (ARI) [43].

For the sake of fair comparison, for all datasets, we used ResNet34 [13] as the backbone of our encoder \( f(.) \), which is the same architecture that previous algorithms have adopted. We set the dimension of the output of the instance-level projection head \( g_I \) to 128, for all datasets. The output dimension of the cluster-level contrastive head is set to the number of
Table 1: Clustering performance of different methods.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>CIFAR-10</th>
<th>CIFAR-100</th>
<th>ImageNet-10</th>
<th>ImageNet-Dogs</th>
<th>Tiny-ImageNet</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NMI</td>
<td>ACC</td>
<td>ARI</td>
<td>NMI</td>
<td>ACC</td>
</tr>
<tr>
<td>K-means</td>
<td>0.087</td>
<td>0.229</td>
<td>0.049</td>
<td>0.084</td>
<td>0.130</td>
</tr>
<tr>
<td>SC [24]</td>
<td>0.103</td>
<td>0.247</td>
<td>0.085</td>
<td>0.090</td>
<td>0.136</td>
</tr>
<tr>
<td>AC [24]</td>
<td>0.105</td>
<td>0.228</td>
<td>0.065</td>
<td>0.098</td>
<td>0.138</td>
</tr>
<tr>
<td>NMF [41]</td>
<td>0.081</td>
<td>0.190</td>
<td>0.034</td>
<td>0.079</td>
<td>0.118</td>
</tr>
<tr>
<td>AE [41]</td>
<td>0.239</td>
<td>0.314</td>
<td>0.169</td>
<td>0.100</td>
<td>0.165</td>
</tr>
<tr>
<td>DAE [22]</td>
<td>0.251</td>
<td>0.297</td>
<td>0.163</td>
<td>0.111</td>
<td>0.151</td>
</tr>
<tr>
<td>DCGAN [22]</td>
<td>0.265</td>
<td>0.315</td>
<td>0.176</td>
<td>0.120</td>
<td>0.151</td>
</tr>
<tr>
<td>VAE [22]</td>
<td>0.240</td>
<td>0.282</td>
<td>0.174</td>
<td>0.092</td>
<td>0.133</td>
</tr>
<tr>
<td>JULE [22]</td>
<td>0.192</td>
<td>0.272</td>
<td>0.138</td>
<td>0.103</td>
<td>0.137</td>
</tr>
<tr>
<td>DEC [22]</td>
<td>0.275</td>
<td>0.301</td>
<td>0.161</td>
<td>0.136</td>
<td>0.185</td>
</tr>
<tr>
<td>DAC [22]</td>
<td>0.396</td>
<td>0.522</td>
<td>0.306</td>
<td>0.185</td>
<td>0.238</td>
</tr>
<tr>
<td>ADC [22]</td>
<td>-</td>
<td>0.325</td>
<td>-</td>
<td>-</td>
<td>0.160</td>
</tr>
<tr>
<td>DCCM [22]</td>
<td>0.424</td>
<td>0.524</td>
<td>0.329</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>IIC [22]</td>
<td>0.496</td>
<td>0.623</td>
<td>0.408</td>
<td>0.285</td>
<td>0.327</td>
</tr>
<tr>
<td>VIC [22]</td>
<td>-</td>
<td>0.617</td>
<td>-</td>
<td>-</td>
<td>0.257</td>
</tr>
<tr>
<td>GATCluster [22]</td>
<td>0.591</td>
<td>0.696</td>
<td>0.512</td>
<td>0.310</td>
<td>0.337</td>
</tr>
<tr>
<td>CC [22]</td>
<td>0.678*</td>
<td>0.770*</td>
<td>0.607*</td>
<td>0.421*</td>
<td>0.423*</td>
</tr>
<tr>
<td>EDESC [22]</td>
<td>0.627</td>
<td>0.464</td>
<td>-</td>
<td>0.385</td>
<td>0.370</td>
</tr>
<tr>
<td>C3 (Ours)</td>
<td>0.743</td>
<td>0.836</td>
<td>0.703</td>
<td>0.435</td>
<td>0.456</td>
</tr>
</tbody>
</table>

Table 1 shows the results of our proposed method on benchmark datasets, compared to state-of-the-art and some common traditional clustering methods. For CC, we run the code provided by its authors for all datasets, and the results are indicated by (*). As is evident in this table, our proposed method significantly outperforms all other baselines in all datasets. Quantitatively, comparing to the second best algorithm (i.e. CC), C3 improves the ACC by 6.6%, 3.3%, 5.0%, 1.3% and 0.3%), the NMI by 6.5%, 1.4%, 5.5%, 1.1% and 0.4%, and the ARI by 9.6%, 1.3%, 4.9%, 1.2% and 0.2%, respectively on CIFAR-10, CIFAR-100, ImageNet-10, ImageNet-Dogs, and Tiny-ImageNet. The main difference between our framework and other baselines, such as CC, is that we exploit an additional set of informa-

![Figure 3: t-SNE visualization of clusters learned by the CC and C3 methods.](image)

Figure 3: t-SNE visualization of clusters learned by the CC and C3 methods.

classes, M, in each dataset. All networks are initialized by the CC [22] algorithm with the hyperparameters suggested by its authors. The Adam optimizer with an initial learning rate of 0.00001 and batch size of 128 is used for C3. All networks are trained for 20 epochs. The experiments are run on NVIDIA TESLA V100 32G GPU.

4.1 Comparison with State-of-the-art

Table 1 shows the results of our proposed method on benchmark datasets, compared to state-of-the-art and some common traditional clustering methods. For CC, we run the code provided by its authors for all datasets, and the results are indicated by (*). As is evident in this table, our proposed method significantly outperforms all other baselines in all datasets. Quantitatively, comparing to the second best algorithm (i.e. CC), C3 improves the ACC by 6.6%, 3.3%, 5.0%, 1.3% and 0.3%), the NMI by 6.5%, 1.4%, 5.5%, 1.1% and 0.4%, and the ARI by 9.6%, 1.3%, 4.9%, 1.2% and 0.2%, respectively on CIFAR-10, CIFAR-100, ImageNet-10, ImageNet-Dogs, and Tiny-ImageNet. The main difference between our framework and other baselines, such as CC, is that we exploit an additional set of informa-
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Figure 4: C3’s performance vs epochs.
tion, i.e., the similarity between samples, to further enhance the learned representation for clustering. In our approach, we increase the number of positive samples, which improves the true-positive-pair rate, and put more weight on clustering the samples that are more probably located on the boundary of the clusters, which leads to a decrease in the false-negative-pair selection rate. We believe this is the main reason our method’s performance is superior compared to the baselines.

As opposed to the CC method that misses the global patterns present in each data cluster, C3 correctly tries to consider such patterns (at least partially) by employing cross-instance data similarities. Looking at (2) and (3), one can infer that C3 implicitly reduces the intra-cluster distance while maximizing the inter-cluster distance, which is what an efficient grouping technique would do in the presence of the data labels. This can be confirmed by visualizing the clusters before and after applying the C3 loss. As Figures 1 and 3 show, the samples are fairly clustered after initialization with CC, i.e., before the start of training using the C3 loss. However, some of the difficult clusters are mixed in the boundaries. After initialization, clusters are expanded with a considerable number of miss-clustered data. However, after training with the proposed C3 method, we observe that the new cluster space is much more reliable, and individual clusters are densely populated while being distant from each other.

4.2 Convergence Analysis

Results of section 4.1 depict the superiority of our proposed scheme. Now, we analyze C3’s convergence and the computational complexity to evaluate at what cost it makes such an improvement over other baselines. We plotted the trend of clustering accuracy and NMI for four datasets during the training epochs in Figure 4. We can readily confirm that although we are just training the C3 step for 20 epochs, the graphs quickly converge to a settling point, which corresponds to the peak performance. Also, we can observe that both ACC and NMI are improved throughout the C3 training phase in all datasets. The performance at epoch = 0 corresponds to the clustering performance after initialization with CC. These figures clearly show that C3 improves its clustering quality and justifies the qualitative results shown in Section 4.1.

One may naively think that the better performance of C3 is because it is being trained for 20 more epochs; note that in all our experiments, as suggested by the CC authors, we trained the CC algorithm networks for 1000 epochs. We train the C3 networks for 1020 epochs. We reject this argument and support it by training the CC networks for the same number of epochs as what the C3 is trained for, i.e. 1020 epochs. We observe that no improvement is obtained for CC when trained for an extra 20 epochs. The result of such an experiment on CIFAR-10 is shown in Figure 5.

4.3 How does C3 loss improve the clusters?

As we saw in Figure 3, the improvement that C3 achieves is mainly because it is able to reduce the distance between instances of the same cluster while repelling them from other clusters. We can justify this observation by considering the loss function of C3, i.e., Eq. (2). In this function, the term $\mathbb{1}\{z^a_i z^k_j \geq \zeta\}$ indicates that if the cosine similarity of two samples is greater than $\zeta$, they should be moved further close to each other.
At the beginning of training with the C3 loss, since the networks are initiated with CC, we can assume that the points that are very similar to each other have a cosine distance, in the z-space, less than threshold $\zeta$, so they will become further close by minimizing the C3 loss. For instance, take two points $z_1$ and $z_2$ with a cosine similarity larger than $\zeta$, and assume that $z_3$ has a similarity greater than $\zeta$ with $z_1$, but its similarity with $z_2$ is smaller than $\zeta$. Therefore, according to the loss function, $z_1$ and $z_2$, as well as $z_1$ and $z_3$, are forced to become closer, but it is not the case for $z_2$ and $z_3$. However, these two points will also implicitly move closer to each other because their distance to $z_1$ is reduced. As the training continues, at some point, the similarity of $z_2$ and $z_3$ also may pass the threshold $\zeta$. Therefore, as the similar pairs move closer to each other during the training, a series of new connections will be formed, and the cluster will become denser. To support this hypothesis, we plotted the average of the loss function and the average number of positive pairs of each data sample in Figure 6-a and 6-b, respectively. We can observe that the number of positive pairs exponentially increases during the training until it settles to form the final clusters. Corresponding to this exponential increase, we can see that the loss is decreasing, and the network learns a representation in which clusters are distanced from each other while samples of each cluster are packed together.

We can also deduct from this experiment that the number of positive pairs is also related to the number of classes in each dataset. For example, if we have an augmented batch size of $N = 256$, for Tiny-ImageNet that has 200 classes, we expect to have $\frac{256}{200} = 1.28$ positive pairs per sample which is very close to 1 and it is the reason that we do not see the same sharp increasing trend as other datasets in Tiny-ImageNet.

### 4.4 Effect of Hyperparameter $\zeta$ and $\Gamma$

Our method, C3, introduces two new hyperparameter $\zeta$ and $\Gamma$. $\zeta$ is a threshold for identifying similar samples. Throughout the experiments, we fixed $\zeta = 0.6$, which yielded consistent results across datasets. Now, we carry out an experiment in which we change $\zeta$ and record the performance. Note that since $z^a_i z^T_j \in [-1, 1]$, we can technically change $\zeta$ from -1 to 1. Intuitively, for a small or negative value of $\zeta$, most points in the z-space will be considered similar, and the resulting clusters will not be reliable. Therefore, in our experiment, we change $\zeta$ from 0.4 to 0.9 in 0.1 increments for CIFAR-10. For Tiny-ImageNet, as there are lots of clusters, we set $\zeta \in \{0.60, 0.85, 0.90, 0.95\}$. We then plot the accuracy, NMI, average loss, and the average of positive pairs per sample. The graphics are shown in Figure 7.

In CIFAR-10 experiments, in Figure 7-a and Figure 7-b, we see that for $\zeta = 0.4$, accuracy and NMI are indeed decreasing during the C3 training. This is because this value of $\zeta$ is too lenient and considers the points not in the same cluster to be similar. We can confirm this explanation by looking at Figure 7-d. We can see that for smaller $\zeta$s, we will have more average positive pairs per sample. As we increase the $\zeta$, we can see that the performance begins to improve. For larger values such as $\zeta = 0.9$, we can see that the performance does not significantly change during the training. This is because $\zeta = 0.9$ is a strict threshold, and if we look at the number of positive pairs, only a few instances are identified as similar during the training.

Comparing the results of CIFAR-10 and Tiny-ImageNet experiments shows that the value...
of $\zeta$ also depends on the number of clusters. Since we have 200 classes in Tiny-ImageNet, a smaller value of $\zeta$ might yield two or more clusters merging together and this would decrease the accuracy. Therefore, we should choose a more strict threshold such as $\zeta = 0.9$ or $\zeta = 0.95$ to improve. In Figure 7-c and Figure 7-g, the average loss plot also conveys interesting observations about the behaviour of $\zeta$. We can see that for smaller values, the loss is exponentially converging to the minimum, but for larger $\zeta$, the rate is much slower. This can be due to the fact that a smaller $\zeta$ considers most points to be similar and of the same class, and therefore, it can yield the trivial solution of considering all points to be similar and mapping them into one central point. In the extreme case of $\zeta \to 1$, C3 considers a few samples as positive pairs, and therefore, we will not have any major improvement. In contrast, if we set $\zeta \to -1$, the loss considers all points to be positive and the numerator and denominator of Eq. (2) become equal. Therefore, the loss function becomes zero and the network does not train. Following the above discussion, we suggest a value like $\zeta = 0.6$, which is a good balance. However, the choice of $\zeta$ might be influenced by the number of clusters in the data. If we have a large number of clusters, it would be better to choose a large $\zeta$. On the other hand, if the data has a small number of clusters, a smaller $\zeta$ (but not too small) is preferred since it trains faster. In our experiments, we set $\zeta = 0.6$ unless in Tiny-ImageNet which has 200 classes where we used $\zeta = 0.95$.

Figure 8 illustrates the impact of hyperparameter $\Gamma$ on the performance C3. For very low values of $\Gamma$ (i.e., $\Gamma \to 0$), all weights converge to the same value of $w_{ij}^k = 1/2N$. Conversely, for very high values of $\Gamma$ (i.e., $\Gamma \to \infty$), the effect of entropy in Eq. (3) is neglected, leading to a trivial solution where our weighting function in Eq. (7) selects one negative sample having the highest value of $1 - |x_i^T z_j^k|$ to minimize the first term in Eq. (3). In all our experiments for all the datasets, $\Gamma$ is set to 0.1 though a better performance may be obtained if we fine-tune it per dataset. Overall, our results demonstrate the importance of selecting an appropriate value for $\Gamma$ to optimize the performance of our proposed method.

5 Conclusion

In this paper, we proposed C3, an algorithm for contrastive data clustering that incorporates the similarity between different instances to form a better representation for clustering. We experimentally showed that our method could significantly outperform the state-of-the-art on five challenging computer vision datasets. In addition, through additional experiments, we evaluated different aspects of our algorithm and provided several intuitions on how and why our proposed scheme can help in learning a more cluster-friendly representation.
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